
N A S A  C O N T R A  
R E P O R T  

C T O R  

LOAN COFY: RETURN TO 

KII:TLAND AFB, N MEX 
A F ' d L  (WLIL-2) 

PRACTICAL  RELIABILITY 

Volume I - Parameter  Variations  Analysis 

. .  . 

Prepared by 
. ,  

. .  
RESEARCH TRIANGLE  INSTITUTE 
Research Triangle Park, N. C. 

f i r  

'i. . 1 

- 3  
N A T I O N A L   A E R O N A U T I C S   A N D  SPACE A D M I N I S T R A T I O N  W A S H I N G T O N ,   D .  C.  0 - J U L Y  1 9 6 8 , .  I I 

, .  



PRACTICAL RELIABILITY , 

Volume I - Parameter  Variations  Analysis. 

Distribution of this  report is provided  in  the  interest of 
information exchange. Responsibility for the  contents 
resides  in  the  author or  organization that prepared  it. 

Prepared  under  Contract No.  NASw- 1448 by 
RESEARCH  TRIANGLE  INSTITUTE 

Research  Triangle  Park, N.C. 

for 

NATIONAL AERONAUTICS AND  SPACE ADMINISTRATION 

For  sale by the  Clearinghouse for Federal  Scientific and Technical  Information 
Springfield,  Virginia 22151 - CFSTI price $3.00 

r 





FOREWORD 

The t y p i c a l  few-of-a-kind nature   of  NASA, systems  has made r e l i a b i l i t y  a premium 

e v e n   o n   t h e   i n i t i a l  items d e l i v e r e d   i n  a program. R e l i a b i l i t y   d e f i n e d  and t r e a t e d  

on t h e   b a s i s  of  percentage  of items ope ra t ing   success fu l ly   has  much less meaning 

, t han  when l a rge r   s ample   s i ze s  are a v a i l a b l e  as i n   m i l i t a r y  and  commerical  products. 

R e l i a b i l i t y   t h u s  becomes based  more  on  engineering  confidence  that   the item w i l l  work 

as intended. The key t o   r e l i a b i l i t y  is thus  good engineer ing--designing  re l iabi l i ty  

, i n to   t he   sys t em and  engineer ing  to   prevent   degradat ion  of   the  designed-in  re l iabi l i ty  

f rom  f ab r i ca t ion ,   t e s t ing  and opera t ion .  

This  PRACTICAL RELIABILITY series of r e p o r t s  is addres sed   t o   t he   t yp ica l   eng inee r  

t o   a i d   h i s  comprehension of p r a c t i c a l  problems i n   e n g i n e e r i n g   f o r   r e l i a b i l i t y .   I n  

t h e s e   r e p o r t s   t h e   i n t e n t  is  to   present   fundamental   concepts   on a p a r t i c u l a r   s u b j e c t  

i n  an in t e re s t ing ,   ma in ly   na r r a t ive   fo rm and make the   reader  aware of p r a c t i c a l  

problems in   app ly ing  them.  There is l i t t l e  emphasis  on  describing  procedures  and 

how t o  implement  them. Thus t h e r e  i s  l i b e r a l   u s e  of  references  for  both  background 

theory and  cookbook procedures.  The present  coverage i s  l i m i t e d   t o   f i v e   s u b j e c t  areas: 

Vol. I. - Parameter   Variat ion  Analysis   descr ibes   the  techniques  for   t reat ing 

t h e   e f f e c t  of  system  parameters  on  performance,  reliabil i ty,  and o the r   f i gu res -  

of -merit. 

Vol. 11. - Computat ion  considers   the  digi ta l   computer  and  where  and how i t  

can   be   u sed   t o   a id   va r ious   r e l i ab i l i t y   t a sks .  

Vol. 111. - Tes t ing   desc r ibes   t he   bas i c   app roaches   t o   t e s t ing  and  emphasizes 

t h e   p r a c t i c a l   c o n s i d e r a t i o n s  and t h e   a p p l i c a t i o n s   t o   r e l i a b i l i t y .  

Vol. I V .  - Prediction  presents  mathematical   methods  and  analysis  approaches 

f o r   r e l i a b i l i t y   p r e d i c t i o n  and  includes some methods  not  generally  covered 

i n   t e x t s  and  handbooks. 

Vol. V .  - Parts  reviews  the  processes  and  procedures  required  to  obtain and 

apply  par ts   which w i l l  perform  their   funct ions  adequately.  

These  reports  were prepared by the   Research   Tr iangle   Ins t i tu te ,   Research   Tr iangle  

Park,  North  Carolina 27709 under NASA Contract  NASw-144.8. The con t r ac t  w a s  adminis- 

t e r ed   unde r   t he   t echn ica l   d i r ec t ion   o f   t he   Of f i ce   o f   Re l i ab i l i t y  and  Quality 

Assurance, NASA Headquarters,  Washington, D. C. 20546 with D r .  John E. Condon, 

Di rec tor ,  as technical   contract   monitor .  The c o n t r a c t   e f f o r t  w a s  performed  joint ly  

. by  personnel   f rom  both  the  Stat is t ics   Research and the  Engineering  and  Environmental 

Sciences  Divis ions.  D r .  R. M. Burger w a s  t echn ica l   d i r ec to r   w i th  W. S.  Thompson 

serv ing  as p r o j e c t   l e a d e r .  
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This  volume is Vol. I. - Parameter  Variation  Analysis  of  the  series.  There  has 
been  a  notable  increase in interest on this  subject  due to higher  precision  require- 

ments  for  system  operation and optimization  of  system figures-of-merit such as 

performance,  reliability, and effectiveness. Dr. R. A. Evans  is  the  principal 
author of this report. 
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ABSTRACT 

Concepts  such  as  model,  randomness,  statistical  ignorance,  and  statistical 

independence  are  explored  and  explained.  The  effects  of  variations  of  parameters 
can  be  evaluated  by  changing  components  in  a  physical  model  or  by  creating  a  con- 

ceptual/mathematical  model  of  the  system  and  then  analyzing  it.  There  are  only  a 

'very few basic  techniques  for  analysis  of  mathematical  models  and  these  are  rather 

extensively  treated.  The  uses  to  which  these  models  and  their  analyses  may  be  put 
are  many  and  only  a  few  of  these  are  treated  such as  sensitivity  and  worst-case 

analyses,  and  calculation  where  extreme  extrapolation  is  necessary.  There  is  a 
brief  discussion  of  the  sources  and  uses of variations  data  both  in  purchased  and 

in manufactured  items. A series  of  appendices  gives  some  mathematical  details, 
thus  saving  constant  reference  to  other  books. 
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1. Introduction 

As reliability  has  become  a  more  formalized  activity,  the  body  of  knowledge 
which  it  includes  has  expanded  and  become  compartmentalized. The particular  subset 
called  "parameter  variations  analysis" is described  literally  by  the  title. It is 

the  analysis  of  the  changes in parameter  values  (figures  of  merit,  performance,  cost, 
reliability,  electronic  properties,  mechanical  properties, etc.) when  some  of  them 

are  varied,  some  are  constrained,  and  the  rest  are  allowed  to  change  as  necessary. 
It may  take  place  at  any  systems  level  from  raw  materials  to  supersystems.  The 
tools  are  physical  models  and  mathematical  equations. 

This  report  is  a  tutorial.exposition  on  the  state-of-the-art  of  parameter 

variation  analysis.  The  emphasis  is  heavily  on  the  practical  nature  of  parameter 
variations  analysis  and  its  usefulness.  This  report  is  intended  to  give  the  engineer 
an  overall  view  of  the  situation  and  to  give  him  practical  suggestions  about  utiliz- 
ing  parameter  variations  analysis.  It  presumes  the  reader  has  knowledge  at  least 

equivalent  to a B.S. in  Engineering  although  much of it  may  have  been  forgotten.  It 

is  not a  cookbook  in  the  ordinary  sense  of  the  term,  even  though  there  are  formulas 
in  it.  This  report  is a  vehicle  to  aid  understanding  and  is  organized  with  that 
view  in  mind. 

Chapter 2 discusses  in  detail  some  of  the  concepts  which  are  important  in 

parameter  variations  analysis.  Chapter 3 is a fairly  brief  listing  of  the  uses 
of  physical  models.  Chapter 4 is  concerned  with  the  creation  of  mathematical  models 

of  systems.  The  techniques  for  analyzing  these  models  are  expounded  at  length  in 

Chapter 5 which  is  subdivided  according  to  the  importance of probabilistic  consid- 
erations  in  the  models.  It  emphasizes  the  essential  fewness of the  techniques  for 

analysis.  Chapter 6 points  out  the  diversity  of  uses  of  mathematical  models  as 
opposed  to  the  techniques  for  the  analysis  given in Chapter 5. Chapter 7 is  a 
brief  discussion of the  sources  and  uses  of  data  for  these  equations.  The  report 
is concluded  with  the  usual  summary  and  conclusions. 

The  ideas  of a  conceptual  model  and  of  models  versus  reality  are  important  to 
the  point  of  view  pervading  much  of  this  report.  Therefore  Sec.  2.1  (models)  should 
be  read  carefully. 
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2. Concepts 

There are several concepts  which are used i n   t h i s  volume, o r   i n   c o n n e c t i o n  w i t h  

t h i s   s u b j e c t ,  and  about  which  there is some confusion. It is the   pu rpose   o f   t h i s  

'chapter   to   discuss   those  concepts   and  give them f r u i t f u l  meanings. 

2.1 Model 

The idea  of  a conceptual  model is adapted  f rom  the  idea  of  a physical  model  such 

.as a model car or  the  model  of a bu i ld ing .   In  a phys ica l   mode l ,   t he   cha rac t e r i s t i c s  

,of importance  to  us are reproduced  qui te  well .  I n  a model car these  might  be  pro- 

por t ions ,   shape ,  and co lor .  The ones of l i t t l e  or  no  importance are n o t   u s u a l l y  

reproduced a t  a l l ;  e .g . ,   there   might   be no motive power and t h e  tires may n o t   b e  

pneumatic. The " inbetweens"  receive  indifferent   t reatment;   e .g . ,   the  windows may 

be  t ransparent   and  the  presence  of  seats i n s i d e  may be   inconsequent ia l .   The   phys ica l  

model is  an  abstracting  of  something  important  from  the rea l  world;  i t  is an   imi t a t ion .  

A conceptual  model is analogous t o  a phys ica l   model .   S ince   every th ing   in   the   un i -  

verse   p robably   a f fec ts   every th ing  e lse  t o  some degree,   however  sl ightly,   any  exact 

treatment  would  be  hopelessly  complicated.  Therefore w e  dec ide  how we  w i l l  look a t  

t h e   s i t u a t i o n  and make a set  of   assumptions  (both  expl ic i t   and  implici t )   about   what  

we w i l l  ignore and  what w e  w i l l  inc lude   in   our   conceptua l   model .  It is u s u a l   t o  

s ta te  only a few t h i n g s   t h a t  are being  ignored  and  to make the  blanket   assumption 

tha t   eve ry th ing  else which is not   expl ic i t ly   ment ioned  is a l s o   t o   b e   i g n o r e d .  By i ts  

very  nature ,  a conceptual  model is incomplete: i t  ignores  some things  and  descr ibes  

o ther   th ings   in   an   approximate   fash ion .  

After having made a set of  assumptions for  our  conceptual  model,  w e  operate   on 

those  assumptions  with  mathematics  and  logic; w e  analyze them  by any means a t  our 

d isposa l .  The assumpt ions   toge ther   wi th   the   cur ren t   resu l t s   o f   the   ana lys i s  are our 

model.   Unpleasant  si tuations  sometimes  occur  while  developing  the  logical  implications 

of a set of  assumptions - w e  do no t   l i ke   t he   r e su l t s   fo r   one   r eason   o r   ano the r  - they 

do not  seem t o   f i t ,   t h e y   a p p e a r   t o  be   i ncons i s t en t   w i th   ou r   be l i e f s ,  etc.  Under these  

circumstances we have two r a t i o n a l   c h o i c e s :  

(1) Change ou r   be l i e f s   abou t   t he  way the  world is i f  w e  are convinced  that   the  

set of  assumptions are very real is t ic ,  o r  

(2)  Go back  and  modify  the  assumptions s o  t h a t   t h e i r   l o g i c a l   i m p l i c a t i o n s   d o ,  

i n  f a c t ,   f i t   o u r   b e l i e f s   a b o u t   t h e   w o r l d .  

The c r e a t i o n  of a conceptual  model is a c i rcu lar ,   o f ten   haphazard ,   p rocess   where in  

ideas  come from  everywhere , ge t   ana lyzed ,   t e s t ed  , compared,  junked , and  accepted. 

Some good ideas   u sua l ly   f i l t e r   t h rough   t he   p rocess .  
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The comple t e ly   l og ica l   s t ruc tu re  of a. conceptual  model is  deve loped   a f t e r   an  

i d e a  is success fu l .  Some o f   t he   r ami f i ca t ions  are s o  complex t h a t  i t  t akes  much cal- 

c u l a t i o n   t o   f i n d   o u t  what  they are. Sometimes w e  r e f e r   t o   o n e   e q u a t i o n   o r   c u r v e  as 

t h e  model, b u t   t h i s  is jus t   speak ing   l oose ly .  

* 

I f  a model f i t s   t h e  real world w e l l  enough for   our   purposes  a t  t h e  moment, it 

is  an  adequate  model f o r  t h e  moment. Adequacy  depends not   only  on  the  model .and  the 

world  themselves,   but on our  needs  and  desires - n o t   t o   m e n t i o n   o u r   a b i l i t y   t o  compare 

t h e  model with  the  world.  Thus,  models are n o t   r i g h t   o r  wrong bu t  are only  more o r  

less adequate. Of course,  some models are so woefu l ly   inadequate   for   anyth ing   tha t  

we class them as  wrong. Others are so gene ra l ly   adequa te   t ha t  we fee l   they   cor respond 

v e r y   c l o s e l y   t o   r e a l i t y .  

I n   t h i s  l a t te r  case, however, i t  is important   to   dis t inguish  between a d e f i n i t i o n  

and a model;  the  reason some Ynodels"  do so  w e l l  i s  tha t   t hey  are ,  i n   f a c t ,   d e f i n i t i o n s  

of  one  of  the  quantit ies  or  concepts  involved.  For  example,  "An unbiased  coin  toss  

w i l l  have a 50-50 chance of heads  or tails" is not as asser t ion   about   the   wor ld ,   bu t  

a d e f i n i t i o n  of  unbiased-coin-toss."  If i t  does  not come out 50-50, w e  do  not  change 

our  ideas  about what  unbiased  coin  tosses  do, w e  s e a r c h   € o r   t h e   b i a s   i n   t h e   c o i n   t o s s .  

An engineering model is o f t en   ma themat i ca l   i n   na tu re  and t h e  same formalism 

w i l l  descr ibe  several   d i f ferent   s i tuat ions.   For   example,   the   equat ions  which  descr ibe 

resistance-inductance-capacitance  networks w i l l  also  describe  mass-spring-dashpot 

systems.  Furthermore  there is more than  one  analogy  between  the two tha t   can   be  made. 

It is important   to   keep  the  dis t inct ion  between  the  mathematics   i tself   (which is q u i t e  

gene ra l  and  completely  impersonal)  and  what w e  have i t  rep resen t   i n   an   eng inee r ing  

sense.  The mathematics  never l i e ,  but   of ten  they do not  apply.  

In some cases w e  can  not   or  w i l l  not write down equat ions   bu t   ra ther  w e  d i scuss  

t h e   s y s t e m   a t   t h e   l e v e l  of phenomena. This i s  c a l l e d  a qual i ta t ive  (phenomenological)  

model. 

The t e n  " p r o b a b i l i s t i c  model" a p p e a r s   i n   t h e   l i t e r a t u r e   ( b u t   n o t   h e r e ) .  It 

is gene ra l ly  a s p e c i a l  case of a mathematical   model   wherein  the  re la t ionships   are  

between  probabi l i t ies   or   between random v a r i a b l e s .  

We never   ana lyze   the   rea l   wor ld ,  w e  can  only  analyze a conceptual  model  of  the 

real world. 

2 . 2  Randomness 

Randomness is a r a the r   bas i c   concep t ;  i t  is d i f f i c u l t   t o   d e f i n e   w i t h o u t   b e i n g  

d i r e c t l y   c i r c u l a r .  The b e s t  w e  can do is t a lk   abou t  i t  enough t o  make s u r e   t h a t  w e  

* Thus t h e   s c i e n c e  of s imulat ion.  
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a l l  have similar f e e l i n g s   f o r  it. F i r s t ,  w e  c a n   s a y   t h a t   i f   t h e   m a t h e m a t i c a l   t h e o r y  

o f   p r o b a b i l i t y   a p p l i e s   t o   t h e   e v e n t s   o r   v a r i a b l e s   t h e n   t h o s e   e v e n t s   o r   v a r i a b l e s  

are random. Next w e  can  say,   f rom  an  engineer ing  viewpoint ,   that  i f   t h e   u n c e r t a i n t y  

i n   t h e   e v e n t s   o r   v a r i a b l e s  is apprec iab le   then   they  are random. There is no d i s t i n c t i o n  

between  cause-and-effect  and  randomness.  Outside  of  concepts  where  quantum-mechanics 

is  necessary - and th is   never   happens   in   Rel iab i l i ty - -a   cause-and-ef fec t   re la t ionship  

is presumed t o   h o l d   f o r  a l l  phys ica l   events .   But   o f ten  w e  do   no t   wish   to   go   in to  

d e t a i l s ,   o r   v i r t u a l l y   c a n n o t  as i n  s ta t i s t ica l  mechanics,  and s o  w e  use  a s ta t i s t ica l  

desc r ip t ion   o f  what  happens.  Even  though a parameter may have a s p e c i f i c   v a l u e  w e  

may a s s ign  a number ( a   p robab i l i t y )   t o   ou r   deg ree  of be l ie f   about   che   poss ib le   va lues  

of   that   parameter .   I f  w e  are applying  probabi l i ty   in   connect ion  with  something,  i t  

i s ,  by d e f i n i t i o n ,  a random event   o r  a random va r i ab le ,   r ega rd le s s   o f  any o t h e r  

cons idera t ions .  

It should  be  emphasized  that  the  theory  of  probability is  n o t   l i m i t e d   i n  i t s  

a p p l i c a t i o n   t o   t h e   r e l a t i v e   f r e q u e n c i e s  of  events  any  more  than a p a r t i c u l a r   d i f f e r -  

e n t i a l   e q u a t i o n  is l i m i t e d   t o   a n   e l e c t r o n i c   c i r c u i t   v s  . a mechanical  system. One 

of the   ea r ly   app l i ca t ions  of the  theory  of   probabi l i ty ,   and  one  of   increasing  act ivi ty  

today, is t o   u s e   p r o b a b i l i t y  as a measure  of  degree-of-belief  about  events  or param- 

eters. This  is sometimes  called a Bayesian  approach. Some a r t ic les  would have  you 

be l i eve  you  must  adopt e i ther   the   degree-of -be l ie f   ( l I subjec t ive l l )   o r   the   re la t ive-  

f requency  ("object ive")   approach  to   probabi l i ty   and  that   you  cannot   use  both.   This  

is no t  s o ,  although i t  is wise t o  be  extremely  cautious  about  mixing  them;  you  can 

use   e i the r   one  when i t  su i t s   your   purpose .  Even  though the  mathematical   theory of 

p robab i l i t y  is q u i t e   u s e f u l  when d iscuss ing  random events   and   var iab les ,  i t  is  sometimes 

v e r y   d i f f i c u l t ,   i f   n o t   v i r t u a l l y   i m p o s s i b l e ,   t o   a s s o c i a t e  a p a r t i c u l a r   p r o b a b i l i t y  

wi th   ce r t a in   k inds  of knowledge. 

There is confus ion   in   the   l i t e ra ture   about   the   meaning   of   "pure   chance ,"   "pure ly  

a t  random,"  and similar phrases .  They are of ten   used  when the   hazard  rate ( f o r  time 

t o   f a i l u r e )  is cons t an t   o r  when the  number  of f a i l u r e s   i n  a f ixed  t i m e  i n t e r v a l   h a s  

a Po i s son   d i s t r ibu t ion .   Th i s  is poor   p rac t i ce   s ince  i t  tries to   impar t  a deg ree   t o  

randomness. But one  would n o t   w i s h   t o   s a y   t h a t  a Normal (Gaussian)   var iable  was more 

random than  another  because its va r i ance   (o r   s t anda rd   dev ia t ion )  w a s  l a rge r .  It is 

b e t t e r   t o  compare descr ip tors   such  as v a r i a n c e   o r   c o e f f i c i e n t   o f   v a r i a t i o n ,  o r  t o  

desc r ibe   t he   p robab i l i t y   dens i ty   func t ion   (pd f )   d i r ec t ly ;   e .g . ,   ' ' t he  pdf is uniform, 

i .e.  constant,   over  the  range 0 < x < a." For  another  example,   rather  than  saying 

t h e   d i s t r i b u t i o n  of  heads  and t a i l s  on a tossed   co in  is given by pure  chance, i t  would 

be   be t t e r   t o   s ay   t ha t   t he   p robab i l i t y   o f   heads   o r  tai ls  f o r   t h i s   k i n d   o f   t o s s  is one- 

h a l f .  
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There is a very  c lose  l ink  here   between  randomness  and  uncertainty.   Events  are 

no t  random i n  themselves,  but  only relative to   ou r   needs ,   des i r e s ,   and   ab i l i t y   t o  

measure  and  predict.  For  example,  suppose some rods are go ing   t o   be  hammered i n t o  

the  ground  and  used as markers. I f  t h e i r   l e n g t h s  are a l l  18" 1," w e  might  say 

they are a l l  t h e  same, t h e   l e n g t h  is  no t   unce r t a in ;   on   t he   o the r   hand ,   i f   t hese   rods  

are t o  mate wi th  a cast metal p a r t ,   t h e i r   l e n g t h  is  qu i t e   unce r t a in   and  w e  would treat 

t h e   l e n g t h  as a random va r i ab le .  

2 .3  Parameter 

In   mathematics   one  sometimes  dis t inguishes   between  parameters   and  var iables .  

b a r m e t e r s  are usua l ly   he ld   cons t an t   du r ing   t he   cour se   o f   an   ana lys i s   and   va r i ab le s  

are allowed t o  change.  This naming implies  some knowledge  of how the  values   of   each 

k i l l  behave. When c r e a t i n g  a model   for   physical   systems  such  pr ior   knowledge  of ten 

does  not   exis t   or  is completely  arbitrary.  For  example,  the  dimensions  of a b a r   o r  

r e s i s t a n c e  of a resis tor   might   be  f ixed  or   changeable   depending  on  the  nature   of   the  

ana lys i s .  

In   o rde r   t o   avo id   t he   imp l i ca t ions  of f ixed  and changeable,   only  the name param- 

eter w i l l  be   used  for   descr ibing a l l  q u a n t i t i e s   t o  which are ass igned   an   a lgebra ic  

des igna t ion   o r  let ter.  That is ,  i t  inc ludes   bo th   the  parameters and   the   var iab les  

of mathematics - any a t t r i b u t e  of a system,  part,  component, e tc . ,  t o  which  numerical 

values  can  be  assigned,  and  to  which no permanent  numerical  value is given,  is c a l l e d  

a parameter. The term is intended  to   be  very  general :  i t  covers   inputs ,   ou tputs ,  

p r o p e r t i e s  of mater ia l s ,   envi ronmenta l   descr ip t ions ,   forces ,   def lec t ions ,   s t rengths ,  

f igures-of-meri t ,  etc.  On occas ion   i n   d i scuss ing  s ta t i s t ica l  d i s t r i b u t i o n s  i t  is  

convenient   to   use  the word parameter  and  variable as is customary i n   s t a t i s t i c s  and 

i t  i s  done i n   t h e   t e x t  where i t  w i l l  avoid  confusion.  For  example,  the mean (p) and 

var iance  (a2) of a Gaussian  var iable  are r e f e r r e d   t o  as parameters. It is  customary 

to   denote   the  parameters i n   s t a t i s t i c a l   d i s t r i b u t i o n s  by Greek l e t t e r s .  

This  procedure,   adopted  here,  is comple te ly   a rb i t ra ry ,   bu t  is less cumbersome 

than  using  both  words  (parameterlvariable)  where  the  meaning  would  not  otherwise  be 

clear. 

2.4 Reversible   vs .   Nonreversible  

It is convenient in   engineer ing   to   be   ab le   to   use   these   t e rms   wi thout   imply ing  

t h e  thermodynamic d e f i n i t i o n s .  A process  is reversible   i f   the   system  can  and may be 

brought  back t o  its o r i g i n a l  s ta te  by traversing  backwards  through  the  subsequent 

states;  otherwise i t  is n o n r e v e r s i b l e .   I m p l i c i t   i n   t h i s   d e f i n i t i o n  are several con- 

cep ts : 

(1) The system is descr ibed  by l i s t i n g  i ts  important  parameters.  Only these  need 
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be   brought   back   to   the i r   o r ig ina l   va lues .   There  w i l l  be  some parameters 

which,  while  not  important,  are no t   i gnorab le   e i the r .  They should  be  brought  

back  c losely enough t o   t h e i r   o r i g i n a l   v a l u e s .  

(2) There is some f e a s i b i l i t y  and d e s i r a b i l i t y   i m p l i e d   b e s i d e s   p o s s i b i l i t y .  

The terms are a matter of  degree,  not a b lack   vs .   whi te   s i tua t ion ;   what  is 

r e v e r s i b l e   i n  one  context may be   nonreve r s ib l e   i n   ano the r .  

An important case is one  where a dependent   var iable  is a func t ion   o f   s eve ra l  

independent  variables,  none  of  which is time. I f   the   independent   var iab les   represent  

things  you do to  an  element,   such as change its temperature,   and  the  dependent  variable 

r ep resen t s  a measurement t h a t  is made, such as r e s i s t a n c e  o r  length ,   the   p rocess  is 

r eve r s ib l e .  The word func t ion  is used in i ts  strict  sense ,   v i z . ,  i t  i s  single-valued 

and def ined  everywhere  in   the  range.  

Of t en   t he re  is h y s t e r e s i s   p r e s e n t .   I f  i t  is  small enough,  the  process i s  

r e v e r s i b l e .   I f  i t  is too   la rge   to   ignore ,   then   the   p rocess  is n o t   r e v e r s i b l e ,  

a l though  the term nonrevers ib le  may be   too   harsh   for  i t .  Do not  be  confused by t h e  

necessi ty   of   applying a l a b e l   t o   t h e   p r o c e s s  - j u s t   d e s c r i b e  i t  as wel l  as you  can. 

2.5 D r i f t  and  Degradation 

These  terms are appl ied  to   nonreversible   processes   only,   but   the   changes  need  not  

be  monotonic. I f  most  of  the  system  parameters and a l l  the   ex te rna l ,   ambient   condi t ions  

are at  t h e i r   o r i g i n a l   v a l u e s  and a few are not ,   those  few are s a i d   t o   h a v e   d r i f t e d .  

(This  assumes  there is no r eve r s ib l e   r e l a t ionsh ip   be tween   t hose  few.)  There is  usua l ly  

some impl ica t ion   tha t   the   p rocess  was a slow  one  (compared t o   t h e  time scale of concern) 

I f   t h e   d r i f t  was bad,  and t h i s  is a value  judgment, i t  is ca l led   degrada t ion .  

The judgment on a p a r t i c u l a r   d r i f t  may wel l  be d i f f e r e n t  a t  d i f f e ren t   occas ions .  Thus 

a 1% change i n   r e s i s t a n c e   o r   i n   d e f l e c t i o n   o f  a beam is not  good/bad i n   i t s e l f ,   b u t  

on ly   i n   r e l a t ion   t o   o the r   c i r cums tances .  

* 

2.6 Performance 

This  word has   several   k inds  of   uses .  It g e n e r a l l y   r e f e r s   t o  some figure-of- 

merit (FOM) of  an  element  or item. A system  of ten  has   several   measures   of   performance 

and j u s t  as of ten,   there   must   be  t radeoffs   between them. This  term w i l l  r a r e l y   b e  

u s e d   i n   t h i s  volume. Parameter is used  to   be more genera l ,  FOM t o  be  more  specif ic .  

* This   r e f e r s   on ly   t o   t he   ones  we are measuring  or  controll ing,   and  even  then,  only 
to   t he   deg ree  we are doing i t .  Thus i f  ambient  temperature is  ignored,  w e  would c a l l  
t h e   r e s u l t s  of a temperature  change  "drift".  
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2.7 Item o r  Element 

The terms "item" 01: ''element" are used i n  a genera l  sense s ince   t hey   have   no t  

yet been preempted by anyone t o  refer t o  a s p e c i f i c  s i z e  or   g roup .  It may b e  a p a r t ,  

subsYstem~.  system, O r  c o l l e c t i o n  of  systems. It may be as l a r g e  as SAGE 

O r  as small as an   in tegra ted   d iode .  

2.8 Figure-of -Meri t 

A figure-of-merit  (FOM) is j u s t  what t he  name l i t e r a l l y   i m p l i e s .  It is a f i g u r e  

by means of  which t h e  m e r i t  of  an i t e m  may be  determined  and by which items may be 

compared  and  ranked. The FOM is gene ra l ly  presumed t o  b e   d i r e c t l y   r e l a t e d   t o   v a l u e s  

upon which  decisions are made. Rel iab i l i ty ,   s igna l - to-noise   ra t io ,   s t rength- to-weight  

r a t i o ,  and  gain-bandwidth are a l l  examples of FOM'S.  An FOM is a parameter  and  equations 

can  be  written  showing its r e l a t i o n s h i p   t o   s y s t e m  makeup and t o   o t h e r  FOM's.  Many 

measures  of  performance  can as w e l l  be   cal led FOM's s i n c e   t h e  merit of systems is  

judged by performance among o the r   t h ings .  

The FOM need  not  be  dimensionless  although many are. Some are normalized  to  

be   pe r f ec t   fo r  FOM = 1 and worthless  at  FOM = 0. This is a l l  a matter of taste and 

convenience. 

2 .9  S t a t i s t i ca l   Ignorance  

While  an  engineer may r e f e r   l o o s e l y   t o   h i s  knowledge  on a sub jec t  as "complete 

ignorance"  and  be  reasonably  sat is i f ied  that   he  knows what  he means, i t  is d i f f i c u l t  

t o   q u a n t i f y   t h i s  s ta te  of   complete   ignorance.   In   fact ,   a lmost   any  a t tempt   to   quant i fy  

i t  has   logical   implicat ions  which  appear   to   be  contradictory.   Stat is t ic ians   have 

been  concerned  and  argumentative  about  quantifying  ignorance  since  the  beginnings 

of   formalized  probabi l i ty   theory.  It is w i s e  t o  remember th.at w e  are dea l ing   i n   abs t r ac -  

t i ons  from the  real world, i . e . ,  conceptual   models .   I f   any  of   the  logical   implicat ions 

of a set  of assumptions  appear  to  contradict  what w e  th ink  we know, w e  have   severa l  

choices ,  among which are: 

(1)  to  change  our  idea  of  what w e  think w e  know; i . e . ,  w e  f e e l  w e  were mistaken, 

(2 )  t o  go  back  and  change some of the  assumptions s o  t h a t  what w e  de r ive  from 

them is consis tent   with  our   observat ions  of   the  world.  

I n   t h e   e a r l y  development  of a conceptual  model  this la t ter  course is most  often  followed. 

Another   s i tua t ion  of re levance  occurs  when the  mathematical   formalisms  used  to 

represent   d i f fe ren t   models  are t h e  same. While i n  some ways w e  can  then  say  the 

models are equiva len t ,  w e  must   be  careful   not   to   cal l   the   models   the same because  they 

are,  in   fact ,   ta lking  about   different   things.   For   example,   the   res is tance- inductance-  

capaci tance  equat ions  can  turn  out   to   be  exact ly   the same as some mass-spring-dashpot 

equations,  but  the  models are o f   d i f f e ren t   t h ings .  

* 

* 
There is n o t  a unique  one-to-one  correspondence  between  the two; s eve ra l   ana log ie s  

e x i s t  . 
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In  t h e   f i e l d   o f   p r o b a b i l i t y   t h e  same mathematical   theory is used   t o   desc r ibe  a t  

least two d i f f e r e n t   s i t u a t i o n s   w h i c h ,   w h i l e   r e l a t e d ,  are c e r t a i n l y   n o t   t h e  same th ings .  

The f i r s t  is relative frequencies  of  events;   gambling  theory is based upon i t  and 

much 'of   the   theory   o f   p robabi l i ty  is shown t o   b e   q u i t e   a p p l i c a b l e   t o   t h i s   s i t u a t i o n .  

B e  careful  though  about  nominal vs. ac tua l   s i t ua t ions ;   l oaded   d i ce   and   f i xed  one-arm 

band i t s  are n o t   e n t i r e l y  unknown i n   t h e  real world. 

The second  use  of  the  mathematical   theory  of  probabili ty is to describe  what is 

known as s u b j e c t i v e   p r o b a b i l i t y  which r e f e r s   t o   o u r   f e e l i n g s  on matters and t o   t h e  

the  way i n  which w e  might   p lace   be ts .   In  cases where  there  is some overlap  of   these 

two, the  prudent  man w i l l  h a v e   h i s   s u b j e c t i v e   p r o b a b i l i t i e s   c l o s e   t o   t h e   r e l a t i v e  

f requencies .  The mathemat ica l   theory   o f   p robabi l i ty   does   no t   have   to   re fe r   to   one  

o r   t h e   o t h e r  of these  two any  more than a second-order   l inear   d i f fe ren t ia l -equat ion  

h a s   t o   r e f e r   t o   e i t h e r   t h e   e l e c t r i c a l   o r   t h e   m e c h a n i c a l   s y s t e m .  It can  equal ly  w e l l  

de sc r ibe   bo th   o r   ne i the r .  

* 

One can  avoid  phi losophic   arguments   about   what   probabi l i ty   real ly  is by a s s e r t i n g  

t h a t   h e  i s  us ing   the   mathemat ica l   theory   o f   p robabi l i ty   to   represent  a c e r t a i n   s i t u a t i o n  

and t h a t  i t  is  be l i eved   t o   r ep resen t  i t  adequate ly   in   the   c i rcumstances .  

In   t he   r e l a t ive   f r equency   mode l  i t  is c o n s i d e r e d   i r r a t i o n a l   i n  many s i t u a t i o n s  

t o   a s s i g n  a p r i o r   f r e q u e n c y   d i s t r i b u t i o n   t o  a parameter.  For  example,  the  true mean 

s t r eng th  of a se t  of  columns is what i t  is rega rd le s s  of  our s ta te  of  knowledge 

about i t .  On the   o ther   hand ,  my fee l ings   about   what   tha t   t rue  mean s t r e n g t h  is may 

well  have a p r o b a b i l i t y   d i s t r i b u t i o n .  I f  t h e   s u b j e c t i v e   p r o b a b i l i t y ,   w h i c h   t h i s  la t ter  

is c a l l e d ,  is being  used  and  represented by t h e   m a t h e m a t i c a l   n o t a t i o n   f o r   p r o b a b i l i t y ,  

care should  be  used  not  to  confuse i t  with  re la t ive  f requency  especial ly   par t -way 

through a problem. 

** 

I f  a parameter is considered  to   have a p r o b a b i l i t y   d i s t r i b u t i o n  i t  o f t en  seems 

d e s i r a b l e   t o   r e p r e s e n t   t h e   s i t u a t i o n   w h e r e i n   t h e   e n g i n e e r   s a y s ,  "I don ' t  know anything 

about i t ;  I am completely  ignorant . ' I  Very o f t en   peop le   have   s a id ,   " In   t ha t   even t ,  

l e t  m e  assume t h a t  a l l  values  of the  parameter  are equal ly   l ike ly ."   There  is no   i n t en t ion  

of   discussing  the  moral   upr ightness   of   those who do so ;  b u t   t h e r e  are technical  problems 

wi th   th i s   approach .   For   example ,   cons ider   the   s ing le   parameter   in   pdf ( t )  = Xexp(-At). 

Now suppose  that :  

*** 

* The f a c t   t h a t   p e o p l e  are not   a lways   ra t iona l   and   have   o ther   pecul ia r i t i es ,  
means t h a t   t h e r e  are s i t u a t i o n s   t o  which a r a t iona l   concep tua l  model may not   apply.  

** There are some s i t u a t i o n s   i n   t h e   r e l a t i v e   f r e q u e n c y  model  wherein  the  parameter 
can   be   l eg i t imate ly   cons idered  a random v a r i a b l e ,   b u t  i t  is  n o t   t h e   i n t e n t   h e r e   t o  
d i scuss  when t h i s  happens. 

*** This  is t h e   e x p o n e n t i a l   d i s t r i b u t i o n   f o r  time t o   f a i l u r e .  



( 1 )   P r o b a b i l i t y   r e f e r s   t o  my degree  of   bel ief  ( i .e.  , i t  is "subjective")  about A .  

(2)  I wish t o   a s s e r t   t h a t  I am completely  ignorant  about X p r i o r   t o   r u n n i n g   a n  

experiment  (but after g iv ing  i t  some thought) .  

( 3 )  I choose   the   un i form  d is t r ibu t ion   to   descr ibe   th i s   ignorance .  

S e v e r a l   d i f f i c u l t i e s  arise as the   l og ica l   imp l i ca t ions  are considered: 

(a)  Obviously X is limited  to  non-negative real numbers, 

(b )   S ince   t he   i n t e rva l  is semi - in f in i t e ,   t he  pdf  would not   be  def ined.  A t  

t h i s   p o i n t  a quasi-pdf  could  be  introduced as i n  R e f .  1. For  an 

engineer ,  i t  is more reasonable   to   p ick   an   upper  l i m i t  (X ) above 

which pdf(X>A ) = 0 s i n c e  no  one r e a l l y   t h i n k s  a A o f ,   s a y ,   1 0  

i s  real is t ic  f o r  any  equipment  worth  considering. 

2 looosec-1 
2 

(c)  Likewise no one rea l ly   expec ts   th i s   equipment   to   have  a X < 10 Y r  
-1000 -1 

( o r  some o t h e r  small number) i n   t h e   f i e l d .   T h e r e f o r e  i t  is convenient 

to   p ick  a X1 such   tha t  pdf ( A  < X ) = 0 .  1 
Now I no longer   have  the  or iginal   assumptions.   Instead,   the   third  assumption 

is modified  to:  

( 3 ' )  I choose   the   un i form  d is t r ibu t ion   over   the   in te rva l  X t o  X 2  t o   d e s c r i b e  1 
th is   ignorance ,   v iz .  , 

We can now reach   t he   nex t   d i f f i cu l ty :  

(d)  Consider  pdf(l /X).  It can be shown by p robab i l i t y   t heo ry   t ha t  

2 aX , A I  < X < X 2  

pdf  (1IX) = [ 
0 elsewhere . 

Obviously i f  ( 3 ' )  describes  complete  ignorance,   then  (d)  does  not,   because  the  pdf(l /X) 

is not a constant   in   the  non-zero  region.  

The easy way out  of t h i s  problem  (and  the  best way fo r   eng inee r s )  is t o   e l i m i n a t e  

the  term complete-ignorance  and  say  that   "pdf(h) = a'' r ep resen t s  my s t a t e  o f   b e l i e f s  

ra ther   than  complete   ignorance.   I f  I do not mind my s ta te  o f   be l i e f   fo r  1 / X  being 

what i t  turns   ou t   to   be ,   then  I am a l l  r i g h t  and t h e r e  are no contradict ions  involved.  

I n   t h i s   p a r t i c u l a r   s i t u a t i o n  some have  responded by asser t ing   tha t   pdf (1nX)  = cons tan t  

(over some range)  represents  complete  ignorance,   but  functions  of X o the r   t han  1nX 

can show the   con t r ad ic t ion .  

9 



Genera l ly ,   the   engineer  is no t  as ignorant  as he  claims t o   b e   i n   c o n n e c t i o n   w i t h  

h is   be l ie fs   about   the   parameters   o f  a d i s t r ibu t ion .   In   f ac t ,   eng inee r s   have   been  

known t o  make the   s t a t emen t ,  "I am designing  this   equipment   with a X = 1/3X i n  
order '   to   pass   the  test." The engineer   would   no t   then   wish   to   descr ibe   h i s   subjec t ive  

p r o b a b i l i t y   f o r  X wi th  a uniform  pdf ,   but   ra ther   one  that   had a t  least a peak i n  i t  

near  13. The peak  might  be  rather  broad,  but  nevertheless i t  would be   t he re .  

A way t o   e v a l u a t e   t h e s e   p r o b a b i l i t i e s  is t o   g u e s s  how you  would l i k e   t o   b e t  money, 

write i t  down, eva lua te  some o f   t he   l og ica l   imp l i ca t ions   o f   t ha t   dec i s ion ,   and  see 

i f  you are w i l l i n g   t o  l ive  wi th  them. I f   n o t ,  go  back  and  modify  the  original  choice,  

e tc . ,  u n t i l  you arrive a t  a model  which  you are w i l l i n g   t o   t o l e r a t e  a t  l e a s t .  

spec 

Aspec 

* 

I n   g e n e r a l ,  no o n e   r e a l l y   i n s i s t s  on complete  ignorance  (about  anything  he  has 

even   heard   o f )   to   the   ex ten t   tha t   he  w i l l  not  back down from, "I wish   t o   a s s ign   t o  

my f e e l i n g s  on t h e  matter equal  probabili ty  density  anywhere  from  minus  infinity  to 

p l u s   i n f i n i t y   o r ,   i n   t h e  case of a number which is known to  be  non-negat ive,  from 

z e r o   t o   i n f i n i t y . "  When r e a l l y   p r e s s e d  on t h e  matter i t  turns   ou t   tha t   h i s   non- ignorance  

w i l l  take  shape.  For  example,  he may be   qu i t e   su re   t ha t  a h a z a r d   r a t e  ( X )  has  

l /psec > X > 1/1000yrs; now he is talking  about  knowledge  and  belief  rather  than  complete 

ignorance.  

When ca l cu la t ions   a r e   t o   be  made from t h i s   p r i o r   d i s t r i b u t i o n  by using  Bayes' 

formula i t  is w i s e  t o   p l c k  a func t ion   t ha t  is as t r a c t a b l e  as poss ib le .   This  is 

n o t   u s u a l l y   t o o   d i f f i c u l t   s i n c e  many of   the   t rac tab le   func t ions   have  enough a r b i t r a r y  

parameters  and  the  general   shape  to  give  the  loose f i t   d e s i r e d   t o   t h e  rough p r i o r  

p r o b a b i l i t i e s .  

** 

In   the   paradox of complete  ignorance  of  parameters  there is a s t r i k i n g  resem- 

b lance   t o   t he   pa radox   i n   t he  method  of maximum en t ropy   ( t h i s  method was developed 

by E. T. Jaynes and a p p e a r s   s p o r a d i c a l l y   i n   t h e   l i t e r a t u r e ) .  It is easy enough t o  

* I n   t r y i n g   t o  create a pdf f o r   s u b j e c t i v e   p r i o r   p r o b a b i l i t y   a n d   t o   e v a l u a t e   t h e  
tentat ive  curves   suppose  that   your   malevolent   brother- in- law were t o   u s e   t h a t   c u r v e   t o  
es tab l i sh   odds ,   choose   h i s  own s ide ,   and   be t  money. Would you  then  wish  to  change  the 
curve so as n o t   t o   l o s e   y o u r   s h i r t  and  more t o  him? I f  s o ,  change  the  curve  to  one 
wherein you are w i l l i n g   t o  l e t  someone t r y   t o   t a k e   a d v a n t a g e  of  you by using i t  t o  
calculate  odds  for  wagers  and  then by choos ing   h i s  own s i d e  of   the  wager .   Final ly  
you have   rea l ly   go t ten   your   fee l ings  on the  matter quan t i f i ed .  

** There i s  no  controversy  about  Bayes'  formula i t se l f ,  t h e r e  is  only  controversy 
about   the  kinds  of   things  people   represent  by mathemat ica l   p robabi l i t i es  when they 
are using  Bayes'  formula. The formula is  P(AIB)P(B) = P(BIA)P(A); see Set. 2.10 f o r  
no ta t ion .  



I 

u s e   f o r m a l l y ,   b u t   t h e   r e s u l t s   i n   p r a c t i c e  are qu i t e   s ens i t i ve   t o   t he   cho ice   o f   pa ra -  

meter. Information (or i ts  oppos i te ,   ca l led   en t ropy)  i s  de f ined   w i th   r e spec t   t o  a 

cer ta in   parameter   and  has   the same l i m i t a t i o n s  as complete  ignorance  does. 

I n  summary, t h e  terms "ignorance" or "complete  ignorance" are no t   accu ra t e ly  

d e s c r i p t i v e  and are l i k e l y   t o   l e a d   t o   c o n t r a d i c t i o n s  when made quant i ta t ive.   There-  

f o r e  i t  is b e t t e r   t o   t r y   t o   d e s c r i b e   t h e  state of knowledge o r  b e l i e f  by an  appropri- '  

ate p r i o r   d i s t r i b u t i o n .  
* 

2.10 S t a t i s t i c a l  Independence  and  Linear  Correlation 

Independence and c o r r e l a t i o n  are very   t echnica l  terms i n   t h e  s ta t is t ical  l i tera- 

tu re .  The confusion  between them genera l ly  arises because  even  though  they are def ined 

very   p rec ise ly ,   the  terms themselves  do  not  readily convey t h e i r  meanings to   eng inee r s .  

For t h a t   r e a s o n ,   i n   t h e s e  volumes on PRACTICAL RELIABILITY, they are g e n e r a l l y   w r i t t e n  

as   "s ta t is t ical   independence"  and  ' ' l inear   correlat ion"  which  help  to  convey the  tech- 

n i c a l  meanings. 

There  are  two de f in i t i ons   fo r   s t a t i s t i ca l   i ndependence ,   one   fo r   d i sc re t e   even t s  

and the   o ther   for   cont inuous   p robabi l i ty   dens i ty   (pdf ) .   Cons ider   f i r s t   the  case of 

d i sc re t e   even t s .  The notation  adopted is as follows. ** 
A, B ,  a r e   i d e n t i f i a b l e   e v e n t s  

A. f no t  A. 

P(A) : t he   p robab i l i t y   t ha t  A occurs .  

AB BA : t h e   j o i n t   e v e n t  of both A and B.  

P(AIB) : P(AB)/P(B) p robab i l i t y  of A when i t  is known t h a t  B did  happen. 

- 

We a r e  now ready   t o   de f ine   s t a t i s t i ca l   i ndependence   fo r   d i sc re t e   even t s :  

I f ,  and  only i f ,  A and B are s t a t i s t i c a l l y   i n d e p e n d e n t ,  

P(AB) = P(A) P(B),   ( la)  

P(A) = P ( A [ B )  = P ( A / B ) ,   ( I b ,   c )  

P(B) = P ( B ~ A )  = P(BIX).   ( ld ,e)  

- 

Any one of these  f ive  equat ions  can  be  used as t h e   d e f i n i t i o n   o f  s ta t i s t ica l  inde- 

pendence;  the  others  then  follow from the  laws  of   probabi l i ty .   Equat ion  ( la)  is most 

o f t e n   u s e d   i n   t h e   l i t e r a t u r e  as the   de f in i t i on   o f  s ta t i s t ica l  independence  although 

i t  is easier f o r  many e n g i n e e r s   t o   v i s u a l i z e   ( l b , c )  or ( l d , e )  as a d e f i n i t i o n .  It 

should   be   no ted   a l so   tha t   i f  A is s t a t i s t i ca l ly   i ndependen t   o f  B,  B must  be statist i-  

cally  independent  of A and so  i t  is s t a t ed   on ly   t ha t  A and B are s t a t i s t i c a l l y  

. .  * P r i o r  means pr ior   to   the   next   exper iment ,   no t   p r ior   to   carefu l   thought   about  it. 

** A summary of   p robabi l i ty   theory  i s  g i v e n   i n   a n  Appendix  of  Vol. I V  - Predic t ion .  
The  symbol E means "is defined as" or "is ident ica l   to" .  
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bindependent. In  t h e  statist ical  l i t e r a t u r e ,   t h e   m o d i f i e r   " s t a t i s t i c a l l y "  is r a r e l y ,  

i f  ever, used.  But i n   e n g i n e e r i n g   l i t e r a t u r e  i t  should  always  be  added  (where i t  i s  

meant) s o  t h a t   t h e r e  i s  no  confusion  with  physical   independence  (physical   independence 

may be  loosely  thought  of as lack   of   cause   and   e f fec t ) .  

I f   t h e r e  are more than  two events ,  the requirement  for  complete s ta ts i t ical  

independence  of  the  events is  u s u a l l y   w r i t t e n  as P(AB. ..C) = P(A)*P(B)***P(C).  

Subsets   of   the  events may be   s t a t i s t i ca l ly   i ndependen t   w i thou t  a l l  of the   events  

being so;  b u t   i f   t h e r e  is complete s ta t i s t ica l  independence  for  a l l  events ,   then 

'the contents  of  any  and a l l  s u b s e t s   a r e   s t a t i s t i c a l l y   i n d e p e n d e n t .  

Now cons ider   the  case where the  parameters are continuous  variables  and  have 

cont inuous  pdf 's .  Then t h e   d e f i n i t i o n  of s t a t i s t i c a l   i n d e p e n d e n c e  is: the  continuous 

random v a r i a b l e s  , x 1, x2, ..., x a r e   s t a t i s t i c a l l y   i n d e p e n d e n t   i f ,  and  only i f ,  n' 

pdf(xl,   x2,  . . . , xn) = pdf (x,) pdf  (x,) - - pdf (x,). 

That is, t h e   j o i n t  pdf is the  product  of t h e   i n d i v i d u a l  pdf I s .  I f   t h e r e  are more 

than two parameters ,   they  can  be  pairwise  s ta t is t ical ly   independent   without   being 

a l l  s t a t i s t i c a l l y   i n d e p e n d e n t .   I f   t h e y   a r e  a l l  s t a t i s t i c a l l y   i n d e p e n d e n t  any  and a l l  

subse t s  of t he   pa rame te r s   a r e   s t a t i s t i ca l ly   i ndependen t .  

It is o f t e n t i m e s   d i f f i c u l t   t o  t e l l  from physical  reasoning  whether two parameters 

are s t a t i s t i c a l l y   i n d e p e n d e n t   o r   n o t .  Making the   dec i s ion  may r e q u i r e  a f a i r  amount 

of s tudy   and   e f for t .   S ta t i s t ica l   dependence  is ra re ly   d i scussed   as   such   bu t   events  

o r   p a r a m e t e r s   a r e   s t a t i s t i c a l l y   d e p e n d e n t   i f   t h e y  are n o t   s t a t i s t i c a l l y   i n d e p e n d e n t .  

There is no d e f i n i t i o n  of the   degree   o f   s ta t i s t ica l   dependence ,   a l though  one   could  

probably  def ine a comple te   s ta t i s t ica l   dependence  as a s i tua t ion   where in   t he   cond i t iona l  

p r o b a b i l i t i e s  are e i t h e r  0 o r  1. 

* 

Two pa rame te r s   can   ea s i ly   be   s t a t i s t i ca l ly   dependen t  by v i r t u e  of t h e i r   r e l a t i o n -  

s h i p   t o  a th i rd   parameter ,   the   re la t ionship   be tween  the   f i r s t  two obviously  not  being 

one  of  cause  and  effect.  Such may be t h e  case, f o r  example,  between a telephone 

system's  working  poorly  and many people  carrying  umbrellas - both  can  be  due  to  w e t  

weather. 

Cor re l a t ion  is an  ambiguous  word to   the   engineer   because  i t  seems t o  mean t h e  

same th ing  as s ta t i s t ica l  dependence.  However, i t  is synonomous w i t h   l i n e a r   c o r r e l a t i o n  

as f a r   a s  statist ics is concerned. The l i n e a r   c o r r e l a t i o n   c o e f f i c i e n t  (p)  is  def ined 

* I f   t h e r e  is l i n e a r   c o r r e l a t i o n ,   t h e   c o r r e l a t i o n   c o e f f i c i e n t s   m i g h t   b e   u s e d   f o r  
th i s   purpose .  
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by the  equat ion,  

pula2 = covariance  (x 1, x2) 

where  the  al  and  .a2 are the   s tandard   devia t ions   o f  x1 and x2, 

Generalized  product moments can  be  defined as i n  Ref. 2. 

There are w e l l  known examples   where in   the   l inear   cor re la t ion   coef f ic ien t  is  zero 

( t h e   v a r i a b l e s  are sa id   t o   be   uncor re l a t ed )   ye t   t he re  i s  a d i r e c t   f u n c t i o n a l   r e l a t i o n -  

ship  between  the two. A c i rc le  with i ts  cen te r  at t h e   o r i g i n  is a good  example. 

The impor tan t   th ing   to  remember is that   ' ' correlated ' '  means " l inear ly   cor re la ted ' '  

and t h a t  two v a r i a b l e s  may w e l l  b e   l i n e a r l y   u n c o r r e l a t e d   y e t   s t a t i s t i c a l l y   d e p e n d e n t .  

I n   t h e   l i t e r a t u r e   t h i s   s t a t e m e n t  would read ,   " the   var iab les  may w e l l  be   uncorre la ted   ye t  

dependent." The la t ter  can  be  most   confusing  to   those  not   famil iar   with  the  e l l ipsis  

being  used. 

2 . 1 1   S t a t i s t i c a l  Estimates 
* 

A l l  s t a t i s t i c a l   e s t i m a t e s   a r e ,   i n   t h e i r   e s s e n c e ,   p o i n t   e s t i m a t e s ;  any i n t e r v a l  

estimate cons is t s   o f  two point-est imates ,   one  for   each  end  point   of   the   interval .   For  

example,  one  can  use  the  sample mean ( a  s ta t i s t ic  ) t o  estimate t h e   t r u e  mean. ** 
Then proceed as follows. 

(1) From t h e  pdf of the estimate of   the mean ( t h i s   e s t i m a t e ,  remember, is a 

s t a t i s t i c )   c a l c u l a t e  two end p o i n t s   f o r  a pa r t i cu la r   con f idence   i n t e rva l .  Call them 

EPU and EPL ( f o r  End Point   I lpper  and End Point  Lower).  

(2) Each  of these two end po in t s  - EPL and EPU - is  a s t a t i s t i c   s i n c e  i t   i t  

ca l cu la t ed  from  sample  data.  For  simplicity  consider  only  one  of them, e .g . ,  EPL. 

I t  has a pdf s i n c e  i t  is a s t a t i s t i c ;  so c a l c u l a t e  two end p o i n t s   f o r  a confidence 

i n t e r v a l   f o r  EPL. Call t hese  two end po in t s  EPL (EPL) and EPU (EPL) fo r   t he   l ower  and 

upper   end  points   respect ively of t h e   c o n f i d e n c e   i n t e r v a l   f o r  EPL. 

* A summary of  fundamental   concepts  for s ta t is t ical  e s t ima t ion  is g i v e n   i n   t h e  
Appendix of Vol. I11 - Test ing.  

which i s  d e r i v e d   i n  a known way f o r  a random sample  from a known population  (regard- 
less of   the   popula t ion   s ize   o r   sample   s ize)   has  a pdf.  It may not   be  known nor 
expres sab le   i n  a t r a c t a b l e  form but  i t  is the re   neve r the l e s s .   Jus t   suppose   t he re  
are a v e r y   l a r g e  number  of rep l icas   o f   the   popula t ion  and t a k e ,   i n  a f i x e d  way, a 
random sample  f rom  each  repl ica .   Calculate   the  par t icular  s ta t is t ic  for  each  sample.  
I n  t h i s  example, calculate  the  sample  mean--this is t h e  s ta t is t ic  be ing   used   to  
estimate the   popu la t ion  mean. Now p l o t  i t s  d i s t r i b u t i o n  and t h e r e  you  have  it--the 
pdf of   the  statist ic under  consideration. 

** A s t a t i s t i c  is any   resu l t   ob ta ined  by manipulat ing  the  data .  Any s ta t is t ic  
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(3)  Each  of t h e s e  two end  points  - EPL(EPL) and EPU(EPL) - is a s ta t is t ic  s i n c e  

i t  is ca lcu la ted   f rom  sample   da ta .   For   s impl ic i ty   cons ider   on ly   one  of them, e.g., 

EPU(EPL). It has  a pdf   s ince  i t  is a statistic; so c a l c u l a t e  two end p o i n t s   f o r  a 

c o n f i d e n c e   i n t e r v a l   f o r  EPU(EPL). 

(4) Note t h a t  (2) and (3)  are a l i k e   e x c e p t   f o r   t h e  names of the   end   po in ts .  One 

can  keep t h i s  up u n t i l   h e  tires of i t .  

T h i s   p r o c e d u r e   i l l u s t r a t e s   t h e   f a c t   t h a t  a l l  estimates are, i n   t h e i r   e s s e n c e ,  

po in t   es t imates .  As a matter of f a c t ,  i t  is v i r tua l ly   unheard   o f   for   anyone   to   go  

beyond t h e   f i r s t   c o n f i d e n c e   i n t e r v a l .  But many engineers  have  suggested  confidence 

on   conf idence . . . i n   de r i s ion   because   t hey   ob jec t ed   i n   t he   f i r s t   p l ace   t o   t he   un fami l i a r  

concept  of  confidence. 
We s h a l l  limit the  meaning  of  the word "estimate" h e r e   t o  a number derived  from 

the   da t a   ( i . e .  , a s t a t i s t i c ) ;   b u t  any  number i s  e s t ima te  no matter how poorly  derived 

or   wildly  conceived.  It may be a par t icu lar ly   poor   o r   mis leading  estimate; i t  may have 

absolutely  none of t h e  good proper t ies   and  a l l  of   the   wors t   p roper t ies   ever   assoc ia ted  

with estimates; but  i t  is n e v e r t h e l e s s   a n   e s t i m a t e .   S t a t i s t i c i a n s   d e s c r i b e   p r o p e r t i e s  

of estimates by va r ious  terms s u c h   a s   e f f i c i e n t ,   s u f f i c i e n t ,   u n b i a s e d ,  maximum l i k e l i -  

hood, least squares,   and minimum var iance  . I n  some cases  a pa r t i cu la r   e s t ima te   can  

have many of t hese   p rope r t i e s  a t  once. I n   o t h e r  cases the  es t imate   cannot   or   does  not  

have them a l l .  Most of   these  propert ies   are   considered good ones ; e.g . , an  unbiased 

e s t ima to r  is bet ter  than a biased  one  (other   things  being  equal) .  But t he   t r adeof f s  

between them are not   c lear ly   def ined .   Genera l ly ,   an   engineer  w i l l  t ake   the   bes t   he   can  

get   without  making t r a d e o f f s .  Then t h e   u n c e r t a i n t y   i n   t h e  estimate is l i k e l y   t o   b e  

la rger   than  any modi f ica t ions   to   be  made by t h e   t r a d e o f f s .  Thus i t  becomes a ma t t e r  

of i nd i f f e rence ,  of personal   p reference ,  and  of t r a c t a b i l i t y  as t o  which  ones are used. 

* 

* These terms are not   mutual ly   exclusive.  
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3.  Physical  Models  and  Their  Uses 

Physical  models  are  variously  called  breadboards,  mockups,  etc.;  it  is  not 
difficult  to  put  prototypes  and  preproduction  samples  in  this  class  also.  It  is 
convenient  sometimes  to  include  even  the  hardware  itself  as  a  special  case  of  a 

physical  model. 

3.1 Design  Assistance 

With  a  physical  model,  parameters  can  be  changed  by  substituting  or  varying 
the  elements.  There  are  several  ways  of  doing  this: 

(1) Consider  one  particular  element.  Substitute  other  similar  ones  for  it, 
one  at  a  time,  and  measure  all  the  appropriate  figures-of-merit  each  time (e.g., 
gain  of an  amplifier,  audible  noise  level  of  an  hydraulic system). The  similar 
elements  may  have  unintentional  differences  or  may  be  selected  for  their  differences. 
Watch  out  for  correlations  between  parameters  on  the  same  element.  Repeat  this  for 
other  elements.  For  a  more  efficient  method,  see (2)  below. 

(2) The  above  process  can  often  be  made  more  efficient  if  a  statistical  design 

is  used  for  substituting  several  parts  at  once.  Some  knowledge  of  the  system  is 
required  over  and  above  that  for (1) above  if  the  increased  efficiency  is  to  be 

realized,  but  interaction  effects  can  be  found  this  way  that  would  likely  be  missed 
in (1). There  are  factorial,  partial  factorial,  Greek  squares,  Latin  squares,,nested 
designs,  ad  nauseum.  This  is  called  Experimental  Design  and  the  literature  is  full 
of  explanations  and  detailed  plans.  But  beware  of  simplified  explanations  in  the 
engineering  literature--they  are  often  misleading.  Professional  help  from  statis- 

ticians  is  virtually  a  must,  but  be  sure  you  understand  all  the  assumptions  and 
approximations  in  the  experimental  program  layout  and  in  the  analysis.  You  need 

not  understand  the  details  of  the  design  or  the  analysis,  just  understand  what  the 
statistician  is  assuming  your  system  is  like.  If  you  abdicate  your  responsibility, 

you  may  find  that  you  have  gotten  worthless  results--correct  from  a  statistics 
point  of  view,  but  worthless  from an engineering  standpoint. 

* 

(3)  As a  special  case  of  the  above,  several  replications  of  the  system  may be 
made  instead  of  changing  the  elements  in  one  system.  Thus  for  example, 10 to 20 
electronic  cordwood  modules,  with  appropriately  chosen  element  values  could  be  made 
and  tested.  The  results  would  be  analyzed  to  show  how  the  figures-of-merit  depend 
on  the  element  parameters.  Again,  correlations  between  several  parameters  of  a 
given  element  must  be  watched;  they  complicate  the  analysis. 

3 

* 
The  Appendix  of  Vol.  111--Testing  in  this  series  also  discusses  experimental 

design. 
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(4) On a breadboard  or mockup, i t  is sometimes  possible   to   replace Some of 

the  e lements   with similar ones  which are adjustable.  For  example, a var iab le   speed  

motor  might  replace a constant  speed  one  and a rheos ta t   might   rep lace  a r e s i s t o r .  

Schemes have been   deve loped   for   s imula t ing   decay   of   ga in   in  a t r a n s i s t o r ,  etc. A 

d i f f i c u l t y   w i t h   t h i s  method i s  t h a t   t h e   s u b s t i t u t e d   e l e m e n t   i n   i t s e l f  is  only a 

p a r t i a l l y   a d e q u a t e  model fo r   t he   ac tua l   e l emen t .   In  some ways i t  won't  behave  the 

same way, e .g . ,   the   ad jus tab le   speed   motor  may have a d i f f e r e n t   r o t o r   i n e r t i a  and 

torque-speed  curve  and  the  rheostat  has a different   high  f requency  response.   This  

method can   be   e spec ia l ly   u se fu l   i n   ea r ly   des ign .  

(5) Some commercial   devices   are   avai lable   for   automatical ly   switching a "high" 

and a ''low'' valued  element i n  each of many pos i t ions   for   e lec t ronic   b readboarded  

c i r cu i t s .   Th i s   can   be   u se fu l   i n   wors t case   des ign .  The d i f f i c u l t i e s   i n  ( 4 )  are 

s t i l l  present  however. 

Even though  none of the  above  methods is  always  sui table   and a l l  have some bad 

po in t s ,  a l l  are sometimes  useful. Where a method has   been   sys temat ica l ly   car r ied  

o u t ,   t h e   r e s u l t s   c a n   b e   p r o f i t a b l y   c o d i f i e d   i n t o   c u r v e s   o r   e q u a t i o n s .   I n  some 

cases, a s ta t i s t ica l  a n a l y s i s  of t h e   r e s u l t s   c a n   b e   u s e d   t o   f i t  a l i n e a r ,   q u a d r a t i c  

o r   spec ia l i zed   su r f ace   t o   t he   da t a   and   t o   ge t   an   i dea   o f   t he   unce r t a in t i e s   i nvo lved  

in   p red ic t ion   u s ing   t hese   equa t ions .  

Care should   be   used   in   eva lua t ing   the   resu l t s  of tests on the  physical   model.  

Very o f t en ,  e lec t r ica l  c h a r a c t e r i s t i c s   o n l y  are measured  while  thermal  and  mechani- 

cal  cons idera t ions  are ignored.   In   that   event ,   special   models   must   be  constructed 

to   evaluate   the  thermal   and  mechanical   propert ies .  On occasion when th i s   has   been  

done, t h e  electrical  behavior of t h e  more a p t  model  has  changed  from  the more 

simple-minded  one  and t roubles   begin.   Other   propert ies   such as o p t i c a l  and  radia- 

t i o n  may be  important;   then  the  model  must  be  adequate  for  these as w e l l .  

One r e a s o n   f o r   t e s t i n g  a physical  model i s  to   check   ou t  a mathematical  model. 

In   genera l ,   th i s   measures   the   adequacy  of the  mathematical   model  rather  than  the 

physical  one  although cases may arise wherein  the  physical   model  had  unrealized 

inadequacies .  The b l ind   ins i s tence   on   one  of t h e s e   b e i n g   t r u e   t o   t h e   e x c l u s i o n  of 

the   o ther   can   cause   los t  time and money p lus  many ruff led  tempers .  

3 . 2  Product ion  Assis tance 

In   addi t ion   to   be ing   usefu l   for   des ign   purposes ,   phys ica l   models  are va luab le  

in   de t e rmin ing   t he   e f f ec t s  of va r i a t ions   i n   manufac tu r ing   p rocesses ,   be fo re   t he  

system is f ina l ly   pu t   i n to   p roduc t ion .   Ord ina r i ly   t he   va r i a t ions   ana lys i s   fo r  

manufacturing  purposes i s  much s impler   than it  is  f o r   d e s i g n   a s s i s t a n c e   b u t  it 
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nevertheless  should  be  investigated.  €or  high  reliability  applications.  Mockups 

and.other physical  models  are  one  of  the  tools. If the  quality of particular  parts 
is extremely  sensitive  to  something  in  the  manufacturing  process,  a  design  revision 

may  be  called  for. At other  times just-a change  in  the  type of manufacturing 
process  may  be  necessary.  For  example,  the  method  of  heat  treating a steel  part 
may  have  to  be  changed. 
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4.  Creating  Mathematical  Models 

Before  one  can  analyze a mathematical  model  of a system,  one  must f i r s t  create 

i t .  This  is usually  done by subdiv id ing   the   sys tem  in to   subsys tems  tha t   can   be  

readily  handled.  Very l i t t l e  new has  been  developed  in   the  past   decade  or  two f o r  

the  creat ion  of   models .  But there  have  been  tremendous  advances i n   t h e  ease wi th  

which i t  can  be  done  particularly  by  the  use  of  computers.  

4.1  Subdividing  the  System 

The system  must   be  subdivided  for   analysis   into  e lements   which  are  small enough 

to   be   handled   bo th  by t h e  means a t  ones   d i sposa l   and   i n   t he  manner  which  makes i t  

most   convenient   to   get   answers .   In  some c a s e s   t h e   e n t i r e   s y s t e m  w i l l  be  broken 

down into  elements  for  which  equations  describing  the  performance  (or FOM) of  each 

element are known by inspec t ion .  Such elements as r e s i s t o r s ,   c a p a c i t o r s ,   s i m p l e  

tuned   c i rcu i t s ,   and  class A ampl i f ie rs   o f ten   have   equiva len t   c i rcu i t s   which  are 

qui te   adequate .  

* 

There is  no a r b i t r a r y   r u l e  on how small an  element  must  be when subdividing a 

system. It must  be  merely  small  enough so  t h a t  i t  can  be  handled.  For  example, 

a s imple   pa ra l l e l   t uned   c i r cu i t   cons i s t ing   o f  a p a r a l l e l   r e s i s t o r ,   i n d u c t o r ,  and 

capac i tor   could   be   t rea ted  as an   e l emen t   i t s e l f   i f   t he   equa t ion  were a v a i l a b l e ;  

i t  could  be  broken down i n t o  two e lements ,   e .g . ,   the   res i s tor   and   the  LC combination; 

o r  i t  could  be  subdivided  into  three  e lements .  What is  done  depends  on  the  user 's  

knowledge  and the  adequacy of h i s   r e f e r e n c e s ,   o r  on h i s  computer  program. 

Remember t h a t   a n   e q u i v a l e n t   c i r c u i t   f o r  a device  is e s s e n t i a l l y  a conceptual  

model,   and  the  equations  for i t  are impl ied   ( in   the   mathemat ica l   o r   log ica l   sense)  

by t h e   e q u i v a l e n t   c i r c u i t .   I n   f a c t ,   t h e  symbols w e  use  have two separa te   func t ions :  

(1) t o   r e p r e s e n t   t h e   p h y s i c a l   p a r t ,   o r  

(2)  t o   r e p r e s e n t   t h e   e q u a t i o n   f o r   t h e   p a r t ' s   o p e r a t i o n .  

Most e q u i v a l e n t   c i r c u i t s  are va l id   on ly   over  a range of t h e   v a r i a b l e s   o r   p a r a -  

meters and care must   be  exercised  in   using them that  the  parameters  do  not  exceed 

the  a l lowed  range.   For   example  the  small-s ignal   equivalent-circui t   for   t ransis tors  

i s  n o t   g e n e r a l l y   v a l i d   f o r   a n   o s c i l l a t o r   c i r c u i t .   M e c h a n i c a l   s p r i n g s  may have a 

d i s t r i b u t e d  mass which  becomes  important a t  times and t h e i r   n o n l i n e a r i t y  may be 

important beyond a ce r t a in   ex t ens ion .  

There w i l l  be  many occasions  where a n i c e ,   n e a t   e q u i v a l e n t   c i r c u i t   f o r   a n  

element  does  not  exist  and i t  is  not   convenient   to   break i t  down in to   sma l l e r  

e l emen t s .   In   t ha t  case, i t  is customary t o  go i n t o   t h e   l a b o r a t o r y  and  measure  the 

performance of the  element.  Sometimes t h e r e  i s  a form t h a t   t h e   r e s u l t s  are expected 

* 
Figure-of-merit. 
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t o   t a k e  and t h i s  form i s  known a n a l y t i c a l l y .   I f   t h e   r e s u l t s   a p p e a r   t o   b e h a v e   i n  

the   p red ic t ed  manner adequately  enough,  the unknown parameters   in   the   form  (equat ions)  

can  be  evaluated  by means o f   t h e   d a t a .   I n   o t h e r  cases t h e   r e s u l t s  are merely  tabu- 

l a t e d   o r  a curve is f i t t e d  by the   mos t   l i ke ly   l ook ing   i n t e rpo la t ive   func t ions ,  

without   regard  to   any  other   kind  of   analysis .  

* 

** 

A d i s t i n c t i o n  i s  sometimes made betwen  theoret ical   and  empir ical   equat ions.  

It should  be remembered t h a t  a l l  equa t ions   i n   u se   t o   desc r ibe   phys i ca l   e l emen t s  are 

empi r i ca l   i n   t he i r   e s sence .  A t heo re t i ca l   equa t ion  i s  one   tha t  someone der ived 

empir ica l ly  a long  time  ago  and  has  been  honored  by  the  passage  of time and a t  least 

some success .  Many are equat ions  which  descr ibe  the  behavior   of   e lements   such as 

sp r ings  and r e s i s t o r s ,   o r   p r o c e s s e s   s u c h  as viscous  f low. A soph i s t i ca t ed  name 

f o r  them is cons t i t u t ive   equa t ions   ( a s   opposed   t o   t he   conse rva t ion   equa t ions ) .  

Most of these  consti tutive  equations  have  one  parameter  which  describes a 

proper ty  of t he   e l emen t ,   f l u id ,  etc. ,  e .g . ,   r e s i s t ance ,   sp r ing   cons t an t ,   v i scos i ty ,  

and d i f f u s i v i t y .  It i s  very   convenient   to   look  upon these   equa t ions   a s   de f in ing  

that  one  parameter.   There is then no quest ion  of   the  equat ion 's   being  t rue,   because 

t r u e l f a l s e   d o e s n ' t   a p p l y   t o   d e f i n i t i o n s .  

Often  these  equat ions are c a l l e d  laws but ,   obvious ly ,  i t  can ' t   be  a l a w  and a 

d e f i n i t i o n  a t  the  same time. It i s  most   convenient ,   even   i f   no t   h i s tor ica l ly   accu-  

rate,  t o   c a l l   t h e   e q u a t i o n  a d e f i n i t i o n ;   t h e n   t h e  l a w  describes  the  parameter.   Take 

Ohm's Law f o r  example: r e s i s t a n c e  is def ined by R : E / I  ( t h e   c o n s t i t u t i v e   e q u a t i o n ) .  

Ohm's Law then states t h a t   t h e  R ,  so  def ined ,  is constant  ( independent of V o r   I )  

f o r  many mater ia ls   over   wide,   usable   ranges of t h e   v a r i a b l e s  V and I. F i c k ' s  Laws 

for   dikfusion,   Hooke 's  Law for  springs,   and  Newton's Law f o r   v i s c o s i t y ,   a s   f u r t h e r  

examples ,   can  be  t reated  in   the same way. Of course ,   for   a l l   these   examples ,   mate-  

rials a r e  w e l l  known f o r  which t h e  Laws (of  constancy) do not   hold.  

*** 

**** 

* 
This  form is  often  derived  from a very  simple-minded  conceptual  model  of  the 

element. 
** 

F i n i t e   p o r t i o n s  of i n f i n i t e  series for   o r thogonal   po lynomia ls ,   fo r  a simple 
power series, o r   fo r   t r i gonomet r i c   func t ions  are of ten  used.  The choice  depends  on 
ease o f   c a l c u l a t i n g   t h e   c o e f f i c i e n t s ,   t h e  cri teria for  goodness  of f i t ,   t h e   k i n d  of 
funct ion,   and  the ease of making t h e   c a l c u l a t i o n s  from the   equat ions .  

*** 
The range  over  which  the  parameter i s  constant   depends  on  the  precis ion 

involved. A spr ing  may have a cons tan t  k, wi th in  1%, over   the  range  f rom  zero  to  
maximum compression,  but is  cons t an t   ove r   on ly   1 /10   t ha t   r ange   t o   w i th in  0.03%. 

**** 
Very o f t e n ,   d i f f e r e n t i a l   p a r a m e t e r s  are d e f i n e d   i n   t h e s e  cases, e.g., 

R E dE/dI is c a l l e d   t h e  ac r e s i s t a n c e  and is very  useful  sometimes.  
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The  amount  of de t a i l   necessa ry   i n   deve lop ing   t he   ma themat i ca l  model  depends 

on t h e   a v a i l a b l e   f a c i l i t i e s .   F o r   e x a m p l e ,  some programs f o r   d i g i t a l  computer ' 

ana lys i s   have   equ iva len t   c i r cu i t s   fo r  some of t h e  more common electrical p a r t s  

such as r e s i s t o r s   a n d   c a p a c i t o r s .   I n   t h e s e   c i r c u m s t a n c e s ,   t h e   f u l l   e q u a t i o n s   f o r  

the  system are never   wr i t ten  down bu t  are con ta ined   imp l i c i t l y   i n   t he   compute r  

program. They neve r the l e s s  are implied by the  computer  program i tself  and  by 

the   da ta   inputs   to   the   computer .  The f a c t   t h a t   t h e   f i n a l   e q u a t i o n s  are only  

i m p l i c i t   r a t h e r   t h a n   e x p l i c i t   i n  no way gets   around  the fac t  t h a t   t h e y  do determine 

t h e   r e s u l t s .  

Engineering  handbooks  (mechanical, electrical ,  e l e c t r o n i c ,   e t c . )  are a most 

va luable   source   o f   ex is t ing   conceptua l   models   for   e lements .  

4 . 2  Tradi t ional   Engineer ing  Analysis  

It should   be   po in ted   ou t   tha t   our   methods   o f   ana lys i s   o rd inar i ly   have   separa te  

models  for  the  thermal,  electrical ,  and  mechanical  behavior  of a system.  There may 

b e   o v e r l a p   i n  some areas but  usually  the  models  have  been  developed s o  as t o  keep 

these   over lap  areas t o  a minimum. During  the  development  of a system  model, i t  

h e l p s   t o   k e e p   i n  mind the   admoni t ion   tha t   the   o rder  we see i n   t h e  world  or  a system 

i s  one  imposed  by  us,   not  one  discovered by us .   Thus,   there  may be  several d i f f e r e n t  

methods of a n a l y s i s   f o r   t h e  same system  which are e q u a l l y   f r u i t f u l .  

Eve ry th ing   i n   t he   wor ld   a f f ec t s   eve ry th ing  else i n   t h e   w o r l d  a l l  of   the  time 

but   most   of   these  effects  are neg l ig ib l e   fo r   any   pa r t i cu la r   sys t em.  The  more pre-  

cise and  exacting is  t h e   a n a l y s i s  of a system,  the more  must some e f f e c t s   b e  

considered  which were previously  neglected.   For  example,   systems  which are con- 

cerned  with  length  accuracies   on  the  order  of must  be  concerned  with  tempera- 

ture   changes  induced by the   p resence  of a person.  Systems  which  deal  with  fractions 

of pVdc must  take  into  account small emf's  due  to  chemical  and  thermal  differences 

which are a lways   o therwise   neglec ted   ( in  some prec i se   dc   po ten t iome t r i c   app l i ca t ions  

the   k ind  of so lde r   u sed   on   t he   j o in t  i s  most  important). It i s  a matter of judge- 

ment and t o t a l   r e s o u r c e s  as t o  what e f f ec t s   shou ld   be   i nc luded   i n  a sys tem  ana lys i s .  

Qui te   o f ten   spec ia l   exper iments  are run,  (sometimes  simple  and  sometimes  very  complex) 

to   de t e rmine   whe the r   e f f ec t s   a r e   sma l l  enough t o   b e   n e g l e c t e d   o r   l a r g e  enough s o  t h a t  

they  must  be  included. 

I n   t h i s  volume w e  are i n t e r e s t e d   i n  how the  system  behavior  is modified as t h e  

parameters  used  to  describe  the  elements  change somewhat. It i s  therefore   impor tan t  

that   the   equat ions  used  contain  expl ic i t ly   the  parameters   which w e  are i n t e r e s t e d   i n  

varying.  Most conceptua l   models   t rad i t iona l ly   dea l   wi th   parameters   in   the   usua l  

range  of   operat ion of the  system. Some recen t  work has  been  done  wherein  the  model 



d e s c r i b e s   t h e   s y s t e m   i n   t h e   r e g i o n   o f   f a i l u r e ,   n e a r - f a i l u r e ,   a n d   a b n o r m a l   o p e r a t i o n .  

In   pa rame te r   Var i a t ions   ana lys i s  it i s  a good i d e a   t o  write down fo r   each   equa t ion  

the  range  of  parameters  over  which  that   equation i s  expected t o   b e   v a l i d .  
* 

When one  of   the  special ized  digi ta l   computer   programs is u s e d   f o r   t h e   a n a l y s i s ,  
** 

it  is important  that the   eng inee r  know t h e   b a s i s  on  which t h e  program was developed. 

The degree   to   which   he  carries t h i s  i s  governed by how pressed   he  i s  by  other  matters, 

t h e   r e s o u r c e s   a v a i l a b l e   t o  him, how accura te   h i s   ana lys i s   mus t   be ,   and  how lucky  he 

f e e l s .  For  example, t he   e l ec t ron ic   equ iva len t   c i r cu i t s   wh ich   have   been  assumed f o r  

e lements   should   be   sa t i s fac tory   to   the   engineer  who is us ing   t he  program bu t   he  may 

t a k e  them on f a i t h   i f   h e ' s   i n  a h u r r y   o r   h a s  had  good luck   wi th  them b e f o r e .   I n  

many cases ,   the   parameters   requi red  by such a program as i n p u t s  are not   the   para-  

meters i n  which  the  engineer is in t e re s t ed   no r  are they  parameters  which  the manu- 

f ac tu re r   o rd ina r i ly   spec i f i e s .   P rograms  do ex i s t   fo r   t r anspos ing   be tween   t he  two 

but   they   too   conta in   assumpt ions   which   should   be   expl ic i t ly   ident i f ied   i f   h igh  

r e l i a b i l i t y  is e s s e n t i a l .  

Nontradi t ional   conceptual   models   for   systems are be ing   pu t   in   expl ic i t   fo rm.  

For  example the  behavior  of many models i s  determined by the   loca t ion   of   po les   and  

z e r o s   i n  a Laplace  t ransform.   In  some cases, techniques are ava i l ab le   fo r   ana lyz ing  

the  system  direct ly   f rom  the  knowledge  of   the  coordinates   of   the   poles   and  zeros .  

I f   parameter   var ia t ions   o f   the   par t s   can   be   t ransformed  in to   var ia t ions   o f   po le   and  

zero   loca t ions ,   then   parameter   var ia t ions   ana lys i s   can   be   accompl ished .  

It is  impor tan t   to  remember tha t   t he   t echn iques   fo r   pa rame te r   va r i a t ions  

a n a l y s i s   a r e   n o t   l i m i t e d   t o   s u c h   t h i n g s   a s   d e f l e c t i o n  of a beam or   output   of   an 

e l e c t r o n i c   c i r c u i t ,   b u t  may be   cos t   e f f ec t iveness ,   de l ive ry  t i m e ,  o r   anyth ing   for  

which  an  equation may be   wr i t t en .  The ana ly t i c   t echn iques   a r e   t he  same. 

4 . 3  Automated  Procedures 

Some typical  computer  programs  which are su i t ab le   fo r   u se   i n   ana lyz ing   sys t ems  

are given  and  discussed  more  in Vol.  11--Computation  (Chapter 4 )  of t h i s  series. 

The  computer  program is  t h e  framework  of t h e  model for   the   ana lys i s   o f   the   sys tem.  

* 
This  should  always  be  done i n  any  exact ing  analysis   of  a system anyway; i t  

would save many mistakes  from  being made and   s e rves   t o   po in t  up places  where  engi- 
neering  knowledge  of  the  system is  d e f i c i e n t .   T h i s   p r o c e s s   i n   i t s e l f  w i l l  u sua l ly  
r e q u i r e  somewhat  more understanding  of  the  system  than w a s  needed t o  write down 
t h e   e q u a t i o n s   i n   t h e   f i r s t   p l a c e .  

** 
Typical  ones are i d e n t i f i e d   i n  Vol.  11--Computation  (Chapter 4 )  of t h i s  

series. 
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It spec i f ies   the   .k inds   o f   e lements   tha t  are al lowed  and  the  equat ions  used  to  

desc r ibe  them (cons t i t u t ive   equa t ions ) .  The computer  does  not create t h e  model 

( i n   t h e   s e n s e   i n  which t h i s  volume u s e s   t h e  word) fo r   t he   sys t em  s ince   t he  framework 

is a l r e a d y   i n   t h e  program. Making an   abs t r ac t ion  of t h e   a c t u a l   s y s t e m ,   i n   t h e  form 

which  can  be  used by a p a r t i c u l a r  program i s  the   j ob   o f   t he   eng inee r ,   and   i n   t h i s  

sense  he i s  c r e a t i n g   t h e  model  of the   sys tem  wi th in   the   cons t ra in ts  of the  program. 

The computer t hen   pe r fo rms   t he   l og ica l   s t eps   ( i nc lud ing   a r i t hme t i c )   t o   g ive   t he  

answers. 

Some computer  programs are much more  amenable t o  pa rame te r   va r i a t ions   ana lys i s  

than   a re   o thers ,   a l though many which-here tofore  were n o t   s u i t a b l e  are being modi- 

f i e d   i n   t h e   a p p r o p r i a t e   d i r e c t i o n .  Computer programs  have the   g rea t   advantages  of 

s impl i c i ty ,  ease of u se ,   sho r t  time o f   ana lys i s ,   conven ien t   p r in tou t   o f   t he   r e su l t s ,  

re la t ive   f reedom  f rom  e r rors  of calculation,  comprehensiveness,   and  no  forgett ing 

of de t a i l s .   Pe rhaps  more important  than  any  of  these i s  t h e   f a c t   t h a t   t h e  program 

w i l l  be  used  since i t  i s  s o  e a s y ,   r a t h e r   t h a n   a n   e n g i n e e r ' s   d e c i d i n g   n o t   t o  make 

the   ca lcu la t ion   because  i t  is  ted ious .  

The l i s t i n g  of advantages is  m i s l e a d i n g   u n l e s s   t h e   d i f f i c u l t i e s  are mentioned. 

The f i r s t  few  experiences  with a computer  can  be expensive,time-consuming, and  trau- 

matic. Computers seem t o  have   pe r sona l i t i e s  of t h e i r  own. Programs are r a r e l y  

direct ly   t ransferable   f rom  one  machine  to   another--even  of   nominal ly   the same type .  

These are usua l ly   t r ans i t i on   p rob lems  and are wor th   l iv ing   th rough  to   ge t   the   bene-  

f i t s .   Eng inee r s   i n   l a rge   compan ies  who can   t u rn   t he i r   p rob lems   ove r   t o  programmers 

can  bypass  the t i m e  consumpt ion   and   t rauma,   bu t   the   f i r s t   b i l l s  may induce   hear t  

a t t a c k s .  
The information  on  the  parameter   var ia t ions of the  elements  which m u s t  be  pro- 

v i d e d   t o   t h e  Program can come i n  many forms:   p robabi l i ty   dens i ty   func t ion ,  minimum and 

maximum limits, rough  engineering  guesses of t hese ,  e tc .  The kind  of  parameter  vari- 

a t ions   ana lys i s   t ha t   can  be  done  obviously  depends  on  the  element  input  information. 

4 . 4  Amount of   Ef for t  

The kind of  model, i t s  complexity, ease of a n a l y s i s ,  e tc . ,  depend heav i ly  on 

the  hardware  stage.  A t  f i r s t   f o r  example,  only  block  diagrams are a v a i l a b l e   f o r  

large  subsystems. The equat ions  are rudimentary  and  the  analysis i s  r a t h e r   p r i m i t i v e .  

Not only is the   hardware   s tage   impor tan t ,   bu t   the   da ta   ava i lab le   and   the  man- 

power and f a c i l i t y   c o n s t r a i n t s  must  be  considered. Some thought  should  be  given 

b e f o r e   s t a r t i n g   a n   a n a l y s i s   t o   f i v e   p r o b l e m s  of t he   r e sources :  

(1)  Resources  required  to  plan  the  program, 

(2) Resources   r equ i r ed   t o   wr i t e  down t h e  model o r   equa t ions ,  
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(3) Resources   r equ i r ed   t o   ge t   t he   da t a   fo r   eva lua t ion ,  

( 4 )  Resources   required  for   the  evaluat ion  i tself ,   and 

(5) Resources   required  for  the i n t e r p r e t a t i o n  of t ha t   eva lua t ion .  

One cannot   say   tha t  a c e r t a i n   k i n d  of evaluation  must  always  be  done. One can 

only  put a p r i o r i t y  on it. Then,   accord ing   to   the   resources   ava i lab le ,  start with 

t h e   h i g h e s t   p r i o r i t y  and  work  on down t h e  list. I f   t h e   r e s o u r c e s  are not  enough 

you can   say   tha t   cer ta in   goa ls   o r   subgoals   cannot   be   ach ieved .  Then  more o r  less 

ra t iona l   cho ices   can   be  made. With a given amount  of r e sources   fo r   t he   j ob ,  

obviously  planning  cannot  be  allowed  to  take  too much of it. 

The complexity  of a system  sometimes  determines how deeply  one  can go i n t o  

analyzing it. For  example some systems are so complicated  that   only  the most 

simple  analyses  can  be  done,  because  the  very  size of t h e  system makes an  otherwise 

s i m p l e  a n a l y s i s   t u r n   i n t o  a very complex one. 

A l l  t h a t  i s  r equ i r ed   fo r  an a n l y s i s  of t h e   v a r i a t i o n s  of the  parameters  or 

FOM's of a system i s  an  equat ion  or  model of the   sys tem  in  terms of the  parameters  

of the  elements  and  the knowledge of how the  parameters of the  elements do vary.  
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5. Techniques  for  Analyzing  Mathematical  Equations 

Two kinds  of   notat ion are used,  depending  on  the  circumstances. When it i s  

necessary   tha t   one   parameter   be   so lved- for   expl ic i t ly ,   the   equat ion  is expressed 

as 

* 

and t h e   r e s t r i c t i o n s   o n  - x are g i v e n   f o r   t h e   e q u a t i o n   t o   b e   t r u e .   I f   t h e   r e s t r i c t i o n s  

are not  c r i t i c a l  o r  are obvious,   they are usua l ly   omi t ted .  

Often i t  i s  convenient  and  sometimes i t  i s  n e c e s s a r y   t o   u s e  a s l i g h t l y   d i f f e r e n t  

func t iona l  form. It is more genera l   and   does   no t   so lve   expl ic i t ly   for   any   parameter .  

There is  no d i s t i n c t i o n  between  dependent  and  independent  parameters,  except as one 

makes i t  i n   t h e   c o u r s e  of t he   ana lys i s .  

fl(rr> = 0 ,  f (x) = 0 ,  .. . 
2 -  

I n   e i t h e r  case, some of t h e  x can  be random va r i ab le s ,   a l t hough  Sec. 5.1 does  not 

a l l o w   t h i s   g e n e r a l i t y .  It makes  no d i f fe rence   whether   the   equat ions   a re   func t ions  

of t he   o r ig ina l   va r i ab le s ,   o r   Lap lace   t r ans fo rms   t he reo f ,   o r   any th ing  else; t h e  

mathematical   techniques  for   parameter   var ia t ions  analysis   can  be  the same. 

i 

A g r e a t  many analysis   systems are a v a i l a b l e   i n   t h e   l i t e r a t u r e ,  many are given 

names assoc ia ted   wi th   the   purpose  of t he   ana lys i s   r a the r   t han   t he   t echn ique  employed. 

There are many fewer  techniques  than  there  are purposes; so t h i s   s e c t i o n  i s  devoted 

t o   t h o s e  few techniques.  It is  d i v i d e d   i n t o   f o u r   p a r t s   f o r   t h e   a n a l y s e s :  

(1) P r o b a b i l i t y  i s  not   important .  

(2) P robab i l i t y  i s  important ;  no e x p l i c i t  dependence  of  probabili t ies  on a 

common parameter. 

(3) Probab i l i t y  i s  impor t an t ;   p robab i l i t i e s  depend e x p l i c i t l y  on a common 

parameter. 

( 4 )  Extreme ex t r apo la t ion  of p r o b a b i l i t y  is  necessary.  
and  has a f i n a l   p a r t :  

(5) Display of r e s u l t s .  

The degree of t r a c t a b i l i t y   ( e a s e  of manipulation  and/or  use)  of  equations 

va r i e s   w ide ly .   T rac t ab i l i t y  i s  a func t ion   no t   on ly  of t h e   e q u a t i o n   i t s e l f ,   b u t  of 

the  manipulator 's   mathematical   abi l i ty .   There  are  times when i t  pays to   develop a 

new funct i 'on   espec ia l ly   i f  i t  can  be  used many times. Developing  consists  of  f inding 

i ts  general   behavior   and  plot t ing i t ,  f i n d i n g   t h e   r e s t r i c t i o n s   o n  i t s  argument(s) ,  ** 

* The no ta t ion  5 is used t o   r e p r e s e n t  a series of parameters  xl, x ,.. . , x . The 
x can  be  considered  as a vec tor   wi th  a f i n i t e   b u t   u n s p e c i f i e d  number o$ components. 

m 
- ** x is  def ined  to   be  the  argument  of f ( x ) .  
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t abu la t ing  i t ,  s o l v i n g   f o r  i ts ana ly t i c   p rope r t i e s ,   c r ea t ing   u se fu l   compute r   rou t ines  

f o r   e v a l u a t i n g  it, etc. Once you've  done a l l  tha t ,   you 've   tu rned   an   in t rac tab le  

.problem i n t o  a t r a c t a b l e   o n e .  

Sometimes the  analyt ic   procedures   which are i n d i c a t e d   i n   a n   e q u a t i o n   c a n   b e  

easily  performed, i.e., t h e  symbols are easi ly   evaluated  by  s imple arithmetic 

(+, -, x, 5 )  o r  are a v a i l a b l e   i n   s u f f i c i e n t l y   a c c u r a t e   t a b l e s   o r  computer  routines.  

Otherwise, when the   equa t ion  is n o t   t r a c t a b l e ,   t h e r e  are several p o s s i b i l i t i e s   t o  

t r y :  

(1) Look harder   for   tables   or   numerical   approximations.   This  is v i r t u a l l y  

a l w a y s   t h e   f i r s t   t h i n g   t o   t r y ,  and  Refs. 3 and 4 are good s t a r t i n g  

po in t s .  

L inear ize   the   equat ion- -a   favor i te  of engineers   €or   over  a century.   This  

can  be  done by: 

(a )   Taylor ' s  series expansion (see Appendix B ) .  

(b) Mean value  theorem (see Appendix C) . 
(c)  Expansion  in series o ther   than   Taylor ' s .  

(d) Using less complicated  models  for  the items or  using  ones  which are 

* 

for tui tously  compensat ing.  

(e)   Per turbat ion  theory  (see,for   example,   Ref .5  ) .  While i n   p r i n c i p l e  

t h i s   c a n   b e   u s e d   t o   c a l c u l a t e  a second  order   correct ion,  i t  is r a r e l y  

done   because   o f   p rac t ica l   d i f f icu l t ies ,   e .g . ,   the  series may r ap id ly  

diverge  and it may be  too  complicated  and  tedious. 

Expand t h e   f u n c t i o n   i n  a series. This  is the   gene ra l  case f o r  (2)  above. 

Evaluate   the relative magnitudes  of  the  terms  and  eliminate  the  ones  which 

are very small. This  is  a r e v i s i o n  of t h e  model  and i t  i s  usually  worth- 

while  checking  to see 'what o r  how' or iginal   assumptions would have   to   be  

modif ied  to   accomplish  the same t h i n g .   F u r t h e r ,   i f  some of  the  terms 

v i r tua l ly   cance l   each   o the r ,   t he   p rocess  of leg i t imate ly   neglec t ing   te rms  

can  be  complicated. 

Where p robab i l i t y   dens i ty   func t ions (pdf )  are concerned, a t ransformation  of  

some o f   t he   va r i ab le s ,   e i t he r   s ing ly   o r   i n   combina t ion ,  may al low more tract- 

* 

** 

ab le   pd f ' s   t o   be   u sed ,   e spec ia l ly   where  you are no t   ex t r apo la t ing   t oo  

o u t   i n   t h e  t a i l s  o f   t h e   d i s t r i b u t i o n .  

*~ 
Orthogonal  polynomials  and  Fourier series are t h e  most common.  Up t o   t h e  

l inear   term,   most  a l l  of them g i v e   t h e  same r e s u l t .  The advantages of one  over 
o t h e r  become apparent  when many terms are used. 

** 
Consider as a simple  example, w = x + y - z and l e t  x ,  z -1,000, y 10. 

y is  much smaller than  x o r  z ,  it  i s  an   apprec i ab le   f r ac t ion  of w. El iminat ing 
would be a ca tas t rophe .  

f a r  

t h e  

While 
Y 
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( 6 )  Decide  that   something else, o t h e r   t h a n   t h e   i n i t i a l l y   d e s i r e d   o p e r a t i o n ,  

w i l l  serve your  purposes w e l l  enough. 

(7) Put  the  problem  aside  "for  awhile".   This is  probably  next   most   favori te  

t o   l i n e a r i z i n g .  

(8) Call i n  more expe r t   he lp .  

5 . 1   I f   P r o b a b i l i t y  is Not Important 

The heading  could as w e l l  be  phrased: "When o n l y   p r o b a b i l i t i e s  of 0 and 1 are 

o f   c o n c e r n . "   I n   t h i s   s i t u a t i o n   c o r r e l a t i o n s   ( o t h e r   t h a n  0 o r  1) of   the  parameters  

are excluded as is the   ques t ion   of  s ta t i s t ica l  independence  (see Sec. 2.10). 

5.1.1 Direct Ca lcu la t ion  

This  has  always  been a popular  method  of  variations  analysis  where  the 

arithmetic could  easily  be  done. Assume the   equa t ions  are o f   t h e  form f . ( x )  = 0. 

Enough of the  parameters are g iven   va lues   ( t hese  are cal1ed:independent-parameters) so 

tha t   the   o thers   (ca l led   "dependent" )   can   be   ca lcu la ted .  It is  assumed t h a t   t h e r e  

are s e v e r a l   f . ( x )  = 0, so t h a t   o n l y  a r e s t r i c t e d  number of x can   have   a rb i t r a r i l y  

ass igned  values .  The independent  parameters are assigned a new set o f   v a l u e s   i n   t h e  

v i c i n i t y  of t h e   f i r s t  set and   the   changes   in  a l l  parameters are ca lcu la ted .   This  

process   can  be  repeated several times. The use  of   digi ta l   computers  makes t h i s  

method even  more attractive. 

1 -  

1 -  i 

5.1.2 Series Expansion 

When d i r e c t   c a l c u l a t i o n  is too  cumbersome, o r  when a n a l y t i c   r e s u l t s  are 

d e s i r e d ,   o r  when whim o r  some o the r   r ea son   d i c t a t e s ,   t he   func t ions   can   be  expanded 

i n t o  a series. Of ten   the  series is  i n f i n i t e  and  only sometimes can   the   genera l  

term be  calculated.   Otherwise  only a f i n i t e  number of terms can  be known. A 

Tay lo r ' s  series is  the  most  popular,   but series of orthogonal  polynomials  have many 

advantages  over   the  Taylor 's  series. A Four ie r  series, a l s o  of  orthogonal terms, 

is a l s o   q u i t e   u s e f u l  when t h e   f u n c t i o n  is pe r iod ic .  A good abbrevia ted   d i scuss ion  

of  orthogonal  polynomials is found i n  Ref. 3 .  

For   the   Taylor ' s  series, the   func t ion  is expanded  about  the  nominal  point  of 

opera t ions  so t h a t  & is  a direct   measure  of   the  parameter   var ia t ions.   Appendix B 

con ta ins  a more  complete   discussion  of   Taylor 's  series. 

Most of ten   the   expans ion  i s  s t o p p e d   a f t e r   t h e   f i r s t   d e r i v a t i v e  and the   equat ions  

i i n  Ax are l i n e a r .  It i s  of ten   advoca ted ,   bu t   ra re ly   done ,   tha t   the   h igher   o rder  

terms be   eva lua ted   t o  see i f   t h e y  are r e a l l y   n e g l i g i b l e .   I n   a n y   a n a l y s i s  you ought 

t o  have a good idea   about   the   e r ror   due   to   d ropping   h igher   o rder  terms. It may  come 

from  graphs,   previous  analyses ,   var ious estimates of   those terms, etc. It can come 

f r o m   e v a l u a t i n g   t h e   f i r s t   d e r i v a t i v e s  a t  several p o i n t s   i n   t h e   r e g i o n   o f   i n t e r e s t .  
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If  the  first  derivatives  do  not  vary  appreciably,  you  are  safe  in  neglecting  the 

higher  order  terms  (this  is  equivalent  to  numerical  differentiation  of  the  first 
derivatives). 

The  use  of  differentials,  i.e., 

is  equivalent  to  neglecting  the  higher  order  terms. 

5.1.3 Sensitivity 
This  is  a  term  which  is  often  used  in  the  literature.  It  has  no  precise, 

universally  accepted  meaning; so don't  be  dismayed  by  not  knowing  it.  If you  run 
across  several  meanings  which  differ,  just  remember  that  it's  a  free  country  (more 

or  less)  and  don't  worry  about  labels.  Two  concepts  which  are  used  quite  often  are 
the  partial  derivative  which  gives  arithmetic  variations,  and  the  logarithmic 
derivative  which  gives  relative  variations. 

* 
Consider  the  arithmetic  variations.  For  simplicity,  suppose  y = g(x), then  the 

sensitivity  is 

A Y : q  
Ax dx 

In the  complex  case  where f (x> = 0, the  sensistivity  of xi 
to xj is 

AX ax 
aX ax 

j j 

i,> 

Now  consider  relative  variations.  For  simplicity,  suppose  y = g(x), then  the 
relative  sensitivity  is 

In  the  complex  case  where f(x) = 0, the  relative  sensitivity  of xi to x  is j 

X ax X a i n x  i j i  

Still  another  kind  of  relative  variation  is  possible,  e.g.,  for  y = g(x), the 

sensitivity  is 

* 
Also called  fractional  or  percentage. 
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I n   t h e  complex case, where  f(2) = 0, t h e   s e n s i t i v i t y  of xi t o  x j is 

The nomenclature is  r a r e l y   t h e  same i n  several ar t ic les ,  p lus  i t  i s  e a s y   t o  see t h a t  

t h e   p o s s i b i l i t i e s  are not   ye t   exhaus ted   for   k inds  of s e n s i t i v i t y .  The d e f i n i t i o n s  

w i l l  o f t e n   b o i l  down to   one  of those  above,  or a t  least to  one  which is  r e a d i l y  

recognizable .  A s  ment ioned   before ,   don ' t   worry   about   cons is tency   in   l abe ls   nor   in  

t rying  to   match  your   needs  to  a l abe l .   Jus t   p i ck   some th ing   t ha t  i s  su i t ed   t o   your  

n e e d s ,   o r   t r y   s e v e r a l   d i f f e r e n t   k i n d s   o f   s e n s i t i v i t y   t o  see which  one i s  b e s t   f o r  

t h e  case you have. 

Th'e p a r t i a l   d e r i v a t i v e   n o t a t i o n  is  ambiguous unless   the   var iab les   which  are 

independen t   fo r   t he   d i f f e ren t i a t ion  are shown o r   ea s i ly   i n fe r r ed .   Fu r the rmore ,   i f  

t h e r e  is more  than  one f ( 5 )  = 0, the   d i f f e ren t i a t ion   ge t s   compl i ca t ed   due   t o   t he re  

being  several   dependent  variables.   See  Appendix D, Ref.  6,  or  any  advanced  calculus 

t e x t   f o r  a fu r the r   d i scuss ion .  Appendix D is  rather   condensed,   but  i t  shows  you how 

t o   s t a y   o u t  of t r o u b l e .   S e n s i t i v i t i e s  are e x p l a i n e d   f u r t h e r   i n  Sec. 6 .1 .  

Which d e f i n i t i o n  of s e n s i t i v i t y   t o   u s e  i s  no t  a matter of r i g h t  and  wrong,  but 

of  the  degree of u t i l i t y   i n   t h e   s p e c i f i c   a p p l i c a t i o n .  Use the   one   t ha t  t e l l s  you 

what  you  want t o  know. But  none  of them w i l l  t e l l  you everything  about  the  behavior.  

T h e s e   s e n s i t i v i t y   i n d i c e s   h a v e   t h e   i n h e r e n t   d i s a d v a n t a g e s   t h a t   t h e y   r e l a t e   o n l y  two 

parameters a t  once and cons ider   on ly   the   l inear   approximat ion .   I f   the  combined e f f e c t  

of several   parameters  i s  des i red   then  some combination m u s t  be worked out .  But any 

such combined  number, o r   exp res s ion ,   has   t he   d i sadvan tages   t ha t   a r e   bu i l t   i n to  i t ,  

v i z .  , 
(1) The par t icular   combinat ion is not   unique.   There  are   others   that   could as 

w e l l  have  been  used. 

(2) One number does   no t   comple te ly   descr ibe   the   mul t ip le   e f fec ts .  

A f u r t h e r   d i s c u s s i o n  of t h i s  problem is  g iven   i n  Sec. 6.1. 

5 .2  P r o b a b i l i t y  Is Important; No E x p l i c i t  Dependence  of P r o b a b i l i t i e s  on a Common 

Parameter 

It is presumed tha t   ex t reme  ex t rapola t ion  of t h e  pdf ( t h i s   u s u a l l y  means going 

f a r   o u t   i n t o   t h e  t a i l  reg ion)  i s  not   necessary .   Sec t ion   5 .2 .1   t rea t s   the   case   where  
* 

* This  means, a t  the   f a r thes t   ex t r apo la t ion ,   t ha t   cumula t ive   p robab i l i t i e s  of less 
than 1 / N ,  where N _= number-of-items-in-sample, w i l l  not  be  considered. It is  s a f e r  
t o   s t a y   w i t h i n  2 / N  o r  3/N due t o  sampling  problems. To be   qu i t e   conse rva t ive ,  you 
would s t a y   w i t h i n  5/N o r  10/N. 
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a few  moments o f   t h e   d i s t r i b u t i o n s  are t o   b e   c a l c u l a t e d .  The rest of   the  subsect ion+ 

treat t h e   s i t u a t i o n  w h e r e   t h e   d i s t r i b u t i o n   i t s e l f  i s  t o   b e   c a l c u l a t e d .  

There are only a few cases where  the  problems  can  be  solved  analyt ical ly ,   even 

under  simplifying  assumptions  and  even  where  only  limited  information is needed. So 

i f  you   don ' t   h i t   one  of those   few,   the   th ree   choices   ava i lab le  are: 

(1)   Transform  the  s i tuat ion  to   one of t he   t r ac t ab le   ones .  A r a the r   p roc rus t ean  

approach is  usua l ly   necessary .  

(2)  Use numerical  methods. 

(3)  Work on  something else for  awhile,   presuming  that  you have  conscient iously 

exhaus ted   t he   o the r   poss ib i l i t i e s .  Any problem  which i s  put   off   long enough 

w i l l  no  longer   need  to   be  solved.*  I f   the   pressures   for  a so lu t ion   ge t   t oo  

great ,   go  back  to  (1) and imitate Procrusteo some more. 

It i s  presumed i n   t h i s   s e c t i o n   t h a t   t h e   p o p u l a t i o n   p d f ,   o r  enough  of i ts p r o p e r t i e s ,  

i s  known. Est imat ion from a set of d a t a  is not   t rea ted   here .  

5 .2 .1   Evaluat ion by  Moments** 

The s i m p l e s t   s i t u a t i o n ,  and the   on ly   one   amenable   to   genera l   ana ly t ic   t rea t -  

ment i s  where   t he   func t ions   a r e   l i nea r .  The equat ions  must   be  in   the form y = g(5)  

and,   fur ther ,   must   have  the  special  form 
*** 

In t roduce   the   fo l lowing   no ta t ion   for   the   spec ia l  moments--mean and  variance 

(var iance  is a s h o r t  name f o r  square-of-standard-deviation): 

p average of y, pi : average of x * i' 
02 E var i ance  of y,  a2 var iance  of x i i 

- 
P i j  = P j i  l i n e a r   c o r r e l a t i o n   c o e f f i c i e n t  of x i and x . ( i # j ) ,  J 

p i j  u u E covar iance   (x i ,   x . ) .  
i j  J 

Then p = ci ai pi 9 a2 = Ci cj#i ai a j  covariance  (x  x ) + 1 a2 02. I n  
i' j i i i  

words: t h e  mean of a sum is t h e  sum of   the means;  and the   va r i ance  of a sum is t h e  

sum of   the   var iances   p lus   covar iances .  

* Unfortunately,   the   phrase  " long enough" is def ined  only by t h i s   s e n t e n c e ,   t h u s  
tu rn ing   t he   s en tence   i n to  a tautology.   Unfortunately,  i t  is d i f f i c u l t   t o   g i v e  good 
sound  advice  without   being  tautological  much of t h e  time. 

** 
Sta t i s t i ca l  moments are ana logous   to  moments of  weight  or mass. The r - th  

moment about   the mean (center   of   gravi ty   or   mass)  is M (x-p)rp(x)dx.  Pairwise 

moments about   the mean are M = 1 (xl-pl) (x2-p2)  pdf (x x )dxldx2; Mll is  t h e  
covariance  of x1 and x2. 

r 
1: S 

rs 1' 2 

*** 
The summation limits are presumed to   be   over   the   appropr ia te   range .  
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These  formulas are t r u e   r e g a r d l e s s   o f   t h e   p d f ' s   o f   a n y   o f   t h e   v a r i a b l e s   a n d   r e g a r d l e s s  

of  any s ta t i s t ica l  dependences among t h e   v a r i a b l e s ;   i n   p a r t i c u l a r   t h e   v a r i a b l e s  need 

not  be  Gaussian.   There are popular   misconcept ions  about   the  formula% s o  see t h e  

fol lowing  examples;   they  help  to  make the  formulas  clearer. 

L e t  y = x 
then  l.~ = p 

1 + x2 - x3 

1 + - p 3  

o2 = a2 + o2 + a3 + 2P12 ala2 - 2p23 a2a3 - 2p31a3al 2 2  
1 

Same as (l), bu t  l e t  xl, x2, x3 b e   l i n e a r l y   u n c o r r e l a t e d  

then  p = p 

* 

1 + p2 - p 3  

o2 = o2 + a2 + a 2 2  
1 3 

Same as ( 2 ) ,  but  l e t  x1 have a Normal pdf ,  x2 have  the  negat ive  exponent ia l  

pdf , and x a Weibull  pdf. Then p and o2 are t h e  same as i n  (2)  ; t hese  3 
formulas are t r u e  regardless   of   the   pdf 's .  

y = 2x1 - x2 + 3x3 

IJ = 21.11 - lJ.2 + 3!J3 

a2 = 4a + o2 + 9a3 - 4 p  a a 2 2  2 
1 1 2  1 2 - 6P23a203 -+ 12P31a3al 

While i t  is p o s s i b l e   t o  write moment equat ions  higher   than  the  second,  i t  is  

r a re ly   i f   eve r   done   i n   an   eng inee r ing   p rob lem.  Some other  approach would be  used. 

I f  th ,e   equat ion is not   l inear   (and  cannot   be made t h a t  way),  then  numerical 

methods  must  usually  be  used.  Generally, i t  w i l l  be  as e a s y   t o   d e a l   w i t h   t h e   p d f ' s  

as wi th  a f e w  moments; so the   next   sec t ions  w i l l  be   appl icable .  

5.2.2 Evaluation  of  the  pdf's--Tractable  Problems 

There are not  many t rac tab le   combina t ions   o f   p robabi l i ty   dens i ty   func t ions .  

The common ones are l i s t e d   i n  Appendix F. While i t  is no t   necessa ry   t ha t  a problem 

be  formulated  in  a t r a c t a b l e  way it  is cer ta inly  more  convenient .   Therefore  many of 

t he   pd f ' s  are chosen so t h a t   t h e   r e s u l t  is  t rac tab le   ra ther   than   because   one  is s o  

much b e t t e r   t h a n   t h e   o t h e r   i n   d e s c r i b i n g   t h e   s i t u a t i o n .   V i r t u a l l y  a l l  of t h e  combi- 

na t ions  are g i v e n   f o r   s t a t i s t i c a l l y   i n d e p e n d e n t   v a r i a b l e s ;  s ta t i s t ica l  independence 

is s u f f i c i e n t   b u t  i t  may not  always  be  necessary.  The comple t e ly   gene ra l   j o in t  

p r o b a b i l i t y   d e n s i t y   f u n c t i o n s  are d i f f i c u l t   i f   n o t   i m p o s s i b l e   t o   f i n d   f o r   a n y t h i n g  

but   Gauss ian   d i s t r ibu t ions .  

* 
A s u f f i c i e n t ,   b u t   n o t   n e c e s s a r y   c o n d i t i o n  is t h a t  x x2,  x3  be  pairwise statis- 1: t i ca l ly   i ndependen t ;  i .e.,  i t  w i l l  b e   t r u e   i f   t h e y  are p a l r w l s e   s t a t i s t i c a l l y  

independent  and may o r  may no t   be   t rue   o the rwise .  
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5.2.3 Evaluation  of  the  pdf's--Intractable  Problems 

The problem is  formulated so that 

y = g(xl,  x29 * . * ,  Xn> 9 

pdf  (xl,  x2, . . . , x ) is  given. n 
Then 

dxl pdf  (y) = /dx2  ldx3 . - ldxn  pdf [x,(y , x2,  x3, - . . , xn> , x2, . . . , xn1 I d y l  . 
where  the  integrals  are  taken  over  the  appropriate  region  of x. It doesn't  matter 

which  variable  is  taken  as x If  several  variables  are  transformed,  the  Jacobian 
of  the  transformation  must be  used;  see,  for  example,  Ref. 6. 

1' 

There  are  usually  one  of  two  difficulties  here  (if  Sec. 5.2.2 doesn't  apply): 
(1) it  is  impossible to solve  y  for  any  x  or 

(2) if  you  can  solve  it,  you  cannot  integrate  it  in  closed  form. 
If y is  the sum or  difference  of  several  variables,  the  operation  is  called 

i' 

* 
convolution.  If  transforms  are  used,  such  as  Laplace  transforms,  convolution  of 

the  actual  variables  is  equivalent  to  multiplication  of  the  transforms.  The  method 
of  characteristics  (in  statistics)  is  equivalent  to  Laplace  transforms. 

If  the  integral  is  intractable,  as  assumed  in  this  section,  the  only  way  to  solve 
the  problem  is  numerical  integration.  There  are  two  general  kinds  of  numerical 
integration: 

(1) Direct--the  integral  is  approximated  by  some  kind  of  sum. 
(2) Monte  Carlo--instead  of a  frontal  attack  on  the  integral  itself,  probability 

is  used  in  the  form  called  Monte  Carlo ; one  need  not  invert  the  function 

y (i.e.,  solve  it  for  x.)  to  solve  the  problem,  nor  must  the  integral  be 
tractable. 

** 

1 

If  no  multiple  integrals  are  involved,  there  are  a  multitude  of  techniques  to 

use  for  direct  integration.  The  simplest  one  generally  used  is  Simpson's  rule. 
The  more  complex  ones  are  forms  of  Gaussian  integration  (Ref. 3 ,  chapter  25  has a 
short  discussion--see  Vol. 11, Computation,  for  more  complete  references  to  Numerical 

Methods)  wherein  the  function  is  evaluated  at  special,  nonuniform  intervals. 
If  multiple  integration  is  involved,  the  choices  are  much  more  restricted. 

Basically,  the  multiple  integral  is  replaced  by  a  multiple sum. The  multiple  sum 
is  then  evaluated  term  by  term.  If  there  is an m-tuple  integral  and n  divisions  in 

* 
Technically  its  a  sum  of  x1 + (-x2). 
The  origin  of  this  name is the  famous  gambling  place in the  Principality  of 

Morocco;  the  name  was  chosen  because  of  the  direct  association  of  both  activities 
with  chance  results. 

** 
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I 

the   range of each   va r i ab le ,   t he re  w i l l  be  on t he   o rde r   o f  nm terms i n   t h e  sum. I n  

p r i n c i p l e  i t  i s  s t r a i g h t f o r w a r d ;   i n   p r a c t i c e  it is tedious  and time consuming. I f  

t h i s  la t ter  is too   t rue ,   then  Monte Carlo  procedures  should  be  considered. 

AT ANY STAGE, I F  THE SITUATION I S  TOO COMPLICATED, REFER TO THE 8 SUGGESTIONS 

I N  THE INTRODUCTION TO SECTION 5. 

Monte Carlo is  an  expensive,   t ime-consuming  process  that  is only   feas ib le   because  

o f   t he   ava i l ab i l i t y   o f   d ig i t a l   compute r s .  It should  be  used  only when computer time 

is q u i t e  cheap  or   there  is no  other  way out .   Suggest ions (6) and (7) i n   t h e  

i n t r o d u c t i o n   t o  Sec. 5 are p a r t i c u l a r l y   a p t .  

I f  a l l  else has   f a i l ed   and  Monte Carlo is  the  way t o  go or   perhaps you t h i n k  

you shou ld   t ry  i t  a t  least once   to  become fami l i a r   w i th   t he   me thod ,   t hen   a t t en t ion  

must  be  paid t o   t h e  pdf   of   the   var iables .  You have   to   be   ab le   to   choose   va lues  of 

x1 through x acco rd ing   t o   t he   p robab i l i t y   dens i ty   func t ion .  The s i m p l e s t   s i t u a t i o n  

is where   the   var iab les  are s t a t i s t i ca l ly   i ndependen t   and   t he  combined p r o b a b i l i t y  

d e n s i t y   f u n c t i o n   t h e n   d i r e c t l y   f a c t o r s   i n t o   t h e   p r o d u c t   o f   t h e   i n d i v i d u a l   p d f ' s .  

n 

Computer subrout ines  are a v a i l a b l e   w h i c h   e f f e c t i v e l y   d i v i d e   t h e   i n t e r v a l  from 

0 t o  1 i n t o  n equal   d iv is ions   and  make a choice  of one of t hose  numbers  on an  

e q u a l l y   l i k e l y   b a s i s .  The ind iv idua l   pd f ' s  are converted  into  individual   cumulat ive 

d i s t r ibu t ion   func t ions   ( cd f )   and   t he  number between 0 and 1 chosen  above is  converted 

t o  a value  of  xi  by t h a t   c d f .  A new choice  of number is made by the  above method f o r  

each xi and  an x ca l cu la t ed  from i t s  own cdf .  When the  complete set of  xi i s  avail- 

ab le ,  y is calculated  and i t s  value  recorded.  Very  often y is converted  from a 

con t inuous   va r i ab le   t o  a d iscre te   var iab le   where ,   for   example ,   the   p robabi l i ty  of 

s u c c e s s   o r   f a i l u r e  is  of  importance. 

i 

The process  is  repeated  tens ,   hundreds,   or   thousands  of  times depending  on  the 

accuracy  desired,   the   machine  t ime  avai lable ,   and  the money allowable.  Roughly 

speaking you w i l l  n o t   b e   a b l e   t o  estimate p r o b a b i l i t i e s  smaller than 1 / N  where N is  

the  number of Monte C a r l o   t r i a l s .  

I f   t h e   v a r i a b l e s  are no t   s t a t i s t i ca l ly   i ndependen t   and  a l i n e a r   c o r r e l a t i o n  

c o e f f i c i e n t  w i l l  de sc r ibe   t he  s ta t i s t ica l  dependence  adequately,   techniques are 

a v a i l a b l e   i n   t h e   l i t e r a t u r e   f o r   c h o o s i n g   t h e   p r o b a b i l i t i e s   t a k i n g   t h e s e   l i n e a r  

co r re l a t ions   i n to   accoun t .  

I f  a more compl i ca t ed   s t a t i s t i ca l   dependence   t han   s imple   l i nea r   co r re l a t ion  is 

necessary ,   there  w i l l  b e   s e v e r e   p r a c t i c a l   d i f f i c u l t i e s   i n   c a l c u l a t i n g   t h e  x and 

p ro fes s iona l   he lp  w i l l  be  needed. A s  be fo re ,   t he   adv ice   t o   s imp l i fy   t he   p rob lem 
i 

should   be   t aken   to   hear t .  

The  combined d i s t r i b u t i o n   f u n c t i o n   o f   t h e   v a r i a b l e s   r e g a r d l e s s   o f  

made up i s  r a r e l y  known ve ry   accu ra t e ly ,  i.e., the  correspondence of a 

how i t  is  

g iven   equat ion  
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' t o  p h y s i c a l   r e a l i t y  i s  usua l ly   r a the r   dub ious   e spec ia l ly   ou t  on t h e  tails; therefore4 

t h e r e  is a p r a c t i c a l  limit as t o   t h e  number  of trials t o  make because  the  increased 

p rec i s ion  w i l l  m e r e l y   r e s u l t   i n  more s p e c i f i c  knowledge  about  your  ignorance. 

There are s e v e r a l  ways  of a n a l y z i n g   t h e   r e s u l t i n g   d a t a .  One  way, f o r  example, 

is t o  draw a c u m u l a t i v e   d i s t r i b u t i o n   c u r v e   f o r   t h e  y  and use  it t o   c a l c u l a t e   t h e  

to le rance   in te rva ls .   Another  way is t o   c a l c u l a t e   t h e   f i r s t   s e v e r a l  moments  of t he  

d i s t r i b u t i o n  of  y  and t o   f i n d  one   o f   t he   t r ac t ab le   d i s t r ibu t ions  which f i t   t h e   d a t a  

reasonably w e l l .  I n   t h i s   p r o c e d u r e  care must be  used t o  dist inguish  between statis- 

t ical  and engineering  significance.  For  example,  even  though  the  data may obviously 

n o t   f i t  a Normal d i s t r i b u t i o n  from a statist ical  viewpoint,   they may w e l l  f i t  one 

c lose  enough for   the   engineer ing   purposes  a t  hand. It is v e r y   l i k e l y   t h a t   p r o f e s s i o n a l  

help  from a s t a t i s t i c i a n  w i l l  be   necessary   dur ing   th i s   p rocess   bu t   the   engineer  

s h o u l d   n e v e r   a b d i c a t e   h i s   r e s p o n s i b i l i t i e s   i n   t h i s  area anymore than  any  other area. 

H e  should   l earn   the  whys and  wherefores as much as necessary  and  then make h i s  own 

decis ion .  A l i t t l e  prac t ice   wi th   ask ing   ques t ions  will y i e l d   g r e a t   b e n e f i t s .  Do not  

be  bashful--you a re   no t   ge t t i ng   pa id   t o   have  a complete  understanding of t h e   s t a t i s -  

t i c a l   l i t e r a t u r e .  

I f   t h e r e  is more than  one parameter y to   be   ca l cu la t ed  from the  x the  same set i' 
of  xi may be  used  for   each  one  of   the  y 's-- i f   the   fact   that   the   resul ts  on t h e   y ' s  

w i l l  be   highly  correlated w i l l  not  be  of  any  importance.  This w i l l  have  the  advan- 

t age  of saving some machine time. 

Spec ia l   t echn iques   fo r   ca l cu la t ing   an  x  from the   p robab i l i t y  between 0 and 1 

are a v a i l a b l e   f o r  some d i s t r i b u t i o n s  and  a spec ia l i s t   i n   numer i ca l   ana lys i s   can   be  

of a s s i s t ance   he re .  

i 

It i s  not  expected from the  descr ipt ions  given  here   that   one w i l l  go o u t   t o  a 

computer  and  perform the   ca lcu la t ions   h imsel f .   This   d i scuss ion  is in tended   to  make 

the   eng inee r   ab l e   t o   i n t e rp re t   h i s   p rob lems  more accura t e ly  and  confident ly   to   the 

numerical   analyst  or computer  programmer. 

5.3 Probab i l i t y  Is Impor t an t ;   P robab i l i t i e s  Depend E x p l i c i t l y  on a Common Parameter 

* 

The e x p l i c i t  dependence  of t h e   p r o b a b i l i t i e s  of s e v e r a l   v a r i a b l e s  on a common 

parameter  can  take  several   forms: 

(1) The type   o f   d i s t r ibu t ion   s t ays   t he  same as t h e  t i m e  changes. 

parameter is  r e f e r r e d   t o  as "time" throughout   this   sect ion,   a l though i t  

(This common 

can  be 

.k There is some s p e c i a l i z a t i o n   i n   t h i s   f i e l d .  A Computer  Programmer 
t h e   p a r t i c u l a r   o p e r a t i o n  you  wish t o  perform  and  put i t  on t h e  computer 
The  Numerical  Analyst w i l l  decide from the   gene ra l   ana ly t i c   desc r ip t ion  
problem  what  kind  of  numerical  approximation  to make. Very o f t e n   t h e s e  
are not  combined i n   t h e  same person. 

w i l l  t ake  
to   be  used.  
of t he  
s p e c i a l t i e s  
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anything else.) The pa rame te r s   o f   t ha t   d i s t r ibu t ion  are then  functions  of  t ime,  and 

the   va lues   o f   t he  random v a r i a b l e  a t  d i f f e r e n t   t i m e s  are s t a t i s t i c a l l y   i n d e p e n d e n t .  

I n  a few cases it  may be   poss ib l e   t o   ge t   an   ana ly t i c   so lu t ion   o f   t he   p rob lem as a 

f u n c t i o n   o f   t h i s  common parameter   but   these cases would  be  extremely rare and t h e  

occurrence would probably  be  most  fortuitous.  

(2) The g e n e r a l   s i t u a t i o n  i s  as i n  (1)   above,   but   the   values   of   the  random 

v a r i a b l e  are s t a t i s t i c a l l y   d e p e n d e n t .  Such  might w e l l  b e   t h e  case, f o r  example,  for 

d i s t r i b u t i o n s   d e s c r i b i n g   t h e   d r i f t  of r e s i s t o r s .  It would  be  most  unlikely  to  have 

the   va lue   o f  a r e s i s t o r  a t  one t i m e  s t a t i s t i ca l ly   i ndependen t   o f  i t s  va lue  a t  another .  

I f   t h i s  s ta t is t ical  dependence   ex is t s ,   the   ana lys i s  is l i k e l y   t o   b e   v e r y  complex; 

t h e  services of a s t a t i s t i c i an   and /o r   ma themat i c i an  w i l l  probably  be  necessary.   Just  

keeping  track  of  everything  exactly,   and  meaning  exactly  what is  w r i t t e n  down  may 

b e   d i f f i c u l t i e s  enough for   one  person.  

(3) I f   t h e   p r o b a b i l i t y   d i s t r i b u t i o n s  are d i sc re t e   t he   ex t r a   pa rame te r   can  

perhaps   be   t rea ted  as another  event.  

The techniques of a n a l y s i s  w i l l  be   the  same as i n  Sec. 5.2  but more complicated 

and  complex.  Further  simplifications w i l l  probably  be made i n   o r d e r   t o   h a n d l e   t h e  

problem. The th ing   t o   wa tch   ou t   fo r   he re  is t h a t   t h e   s i m p l i f i c a t i o n s   a r e   n o t   t o o  

simple-minded. 

5 .4   Extreme  Extrapolat ion  of   Probabi l i ty  Is Necessary 

I f  you  need t o   r e a d   t h i s   c h a p t e r  you are a l r eady   i n   t roub le - - ex t r apo la t ing   ou t  

i n t o   t h e  t a i l s  o f   p robab i l i t y   d i s t r ibu t ions  is  one of the  most  hazardous  kinds of 

e x t r a p o l a t i o n   t h e r e  is. The r e a s o n   f o r   i n c l u d i n g   t h i s   s e c t i o n   i n   t h e  volume on 

pa rame te r   va r i a t ions   ana lys i s  is  that   one of t he   r eg ions  of  most  concern in   h igh  

r e l i a b i l i t y  i s  where  the  parameter  has a va lue  way out  on a t a i l  of   the   pdf ,   v iz . ,  

has   very   low  probabi l i ty   o f   occur ing .  

5.4.1 A Cr i t e r ion   fo r   Re jec t ing   Ou t - l i e r s  Is i n  Use 

An o u t - l i e r  is  a d a t a   p o i n t   t h a t  l ies  way out   f rom  the rest of   the   da ta .  Some 

people   be l ieve   such   po in ts   can   be   re jec ted   on   pure ly  s ta t i s t ica l  grounds,   others do 

not .  The case where a datum is  re jec ted ,   regard less   o f  i t s  l o c a t i o n ,  on  sound 

physical  grounds is  e n t i r e l y   d i f f e r e n t  and not   considered  here .   There are good 

reasons   for   be ing   susp ic ious  of  any da ta   r e j ec t ion   wh ich  is  made on s t a t i s t i c a l  

grounds,   but   this  is  of  concern i n  Sec.   5 .4 .2 ,   not   here .   In   that   sect ion,  a good 

explana t ion  is given of s o r t i n g   t h e   d a t a   i n t o  two ca tegor ies ,   bu t  s t i l l  using a l l  

of i t .  
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Assuming t h a t ,   i n   f a c t ,   o u t - l i e r s  are b e i n g   s t a t i s t i c a l l y   r e j e c t e d ,  a u s e f u l  

r u l e  of thumb fo r   keep ing   t he   s i t ua t ion   unde r   con t ro l  is: 

Never ex t r apo la t e   any   fu r the r   t han  you are w i l l i n g   t o   a c c e p t  a datum 

w i t h o u t   c a l l i n g  i t  an   ou t - l i e r .  

An example of t h i s  is  shown i n   F i g .  1 fo r   Chauvene t ' s   c r i t e r ion .  It i s  used i n   t h e  

example  because i t  is f a i r l y  common and i s  one of t h e   b e t t e r  criteria f o r   r e j e c t i o n  

of  0u.t-l iers.  The c r i t e r i o n   h a s   b e e n   s l i g h t l y   m o d i f i e d  s o  t h a t  it more e a s i l y   f i t s  

t h e  scale of p l o t t i n g   p o s i t i o n s  (N+1 has   been   subs t i t u t ed   fo r  N) ;  t h e   p l o t t i n g   p o s i -  

t i o n s  are expected  values .** With   expec ted   va lue   p lo t t i ng   pos i t i ons ,   t he   f i r s t   po in t  

is p l o t t e d  a t  1 / N + 1  (N is  t h e  number in   the   sample) ,   the   second  po in t  a t  2/N+1, etc. 

C h a u v e n e t ' s   c r i t e r i o n   f o r   r e j e c t i o n   o f   a n   o u t - l i e r   c a n   b e   s t a t e d  as: 

* 

(1) Draw the   es t imated   cumula t ive   p robabi l i ty   l ine   th rough  the   da ta   po in ts   on  

cumulat ive  probabi l i ty   paper .  

(2)   Find  the  probabi l i ty   corresponding  to  G/N+1. 
(3 )  Find   t he   i n t e r sec t ion   o f   t ha t   p robab i l i t y   l i ne   w i th   t he   ca l cu la t ed   l i ne .  

( 4 )  This   va lue   o f   o rd ina te  is the   d iv id ing   l i ne   be tween   r e j ec t ab le   ou t - l i e r s  

and good po in t s .  

' I n   t h e  series of p o i n t s  marked with X on the   g raph   there   a re  no o u t - l i e r s ;   i n   t h e  

series of p o i n t s  -mar&d wi th  0 on t h e   g r a p h   t h e   f i r s t  two are o u t - l i e r s .  The 

e s t i m a t e d   l i n e  i s  shown dashed beyond t h e   o u t - l i e r  limits and s o l i d   l i n e s  are extended 

paral le l  t o   t h e   p r o b a b i l i t y   a x i s .   S i n c e  you have now rejected  any  and a l l  information 

from p o i n t s   i n   t h e   " s t r e n g t h f '   r e g i o n   o u t s i d e   t h e   o u t - l i e r   c r i t e r i a  you have no in fo r -  

ma t ion   abou t   t he   d i s t r ibu t ion   i n   t ha t   r eg ion  and i t  is no t   poss ib l e   t o   ex t r apo la t e   t he  

d i s t r i b u t i o n   v a l i d l y   i n   t h a t   r e g i o n .   I n s t e a d   i n   t h e  example i n   F i g .  1 the  cumulative 

d i s t r i b u t i o n   c u r v e  is drawn s o  t h a t   t h e   p r o b a b i l i t y  is  a constant  anywhere i n   t h e  

ou t - l i e r   r eg ion .  Methods a s soc ia t ed   w i th   t he  Chebyshev c r i t e r i o n   f o r  showing 

*** 

**** 

* 
A Normal d i s t r i b u t i o n   w i t h  N=9 is used t o   p l o t   t h e   i l l u s t r a t i o n .  

There are o t h e r   p o s s i b l e   p l o t t i n g   p o s i t i o n s .  Many au tho r s   have   t he i r   f avor i t e s .  
I f  i t  t u r n s   o u t   t o  make an   impor tan t   d i f fe rence   to   your   resu l t s   which   one  you use,  
you are in   se r ious   t rouble   because   the   uncer ta in ty   due  t o  s c a t t e r   i s m u c h   m o r e . t h a n   t h a t  
due t o   p l o t t i n g   p o s i t i o n .  I f  i t  makes n e g l i g i b l e   d i f f e r e n c e  which  one  you use,  which 
i s  t h e  case when t h e r e  are a l a r g e  number of   points ,   then of cour se   t he re  is no 
t rouble .  

** 

*** 
We assume f o r   i l l u s t r a t i o n   t h a t   e i t h e r  set  of po in t s  would g i v e   t h e  same 

c a l c u l a t e d   l i n e .  

**x* 
This  name has many s p e l l i n g s   i n   E n g l i s h   s i n c e   t h e   t r a n s l i t e r a t i o n  from t h e  

Russian is not  unique. Any phonet ic   spe l l ing  i s  as "proper" as any  other.  
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limits on the   ignorance   reg ion  are d iscussed   in   Sec .  5.5.2. S u f f i c e  i t  t o   s a y   h e r e  

t h a t   t h e y  are usua l ly   unsa t i s f ac to ry   because   t hey  are too  weak. 

For  convenience c a l l  the   reg ion   which   conta ins   the   ou t - l ie rs   the   defec t ive  

region.  Then the   d i s t r ibu t ion   can   be   cons ide red  as made up  of a t r a c t a b l e   o n e   i n  

t h e   c e n t r a l   r e g i o n   p l u s   a n  unknown one   ou ts ide   tha t   reg ion .  The c e n t r a l   r e g i o n  is 

usua l ly   reasonably  w e l l  taken care of by t h e   d a t a  and the   p roblan  becomes one  of 

t r y i n g   t o  estimate t h e   f r a c t i o n   i n   t h e  unknown reg ion   which ,   for   s impl ic i ty ,  w i l l  be  

c a l l e d   t h e   f r a c t i o n   d e f e c t i v e   ( f d ) .  The t rue   fd   can   be   es t imated  by u s u a l   q u a l i t y  

control   techniques,   e .g . ,  a s i n g l e   s w p l e .  

Very o f t en   t he   s ample   s i ze  w i l l  be  small enough so  t h a t   t h e   e s t i m a t e d   f d  is 

dishear teningly  large  for   any  reasonable   confidence  even  for  no de fec t ives   found   i n  

t h e   r e g i o n .   I n   t h i s  case the  engineer   should  consider   the  uses  of pr ior   in format ion ,  

a l t h o u g h   i n   c r i t i c a l   a p p l i c a t i o n s  one is hard   pu t   to  i t  t o   f i n d  a s a t i s f a c t o r y  method 

of using  any  kind  of   pr ior   information.   In   other   appl icat ions  an  engineer  w i l l  

g e n e r a l l y   u s e   h i s  own judgment  and  he w i l l  have a tendency to   over -es t imate   the  

goodness   of   the   s i tuat ion.  

The two v e r y   b a s i c   d i f f i c u l t i e s  of a n   o u t - l i e r   c r i t e r i o n   f o r   h i g h   r e l i a b i l i t y  

a p p l i c a t i o n s   a r e :  
(1) I f   d a t a  are o u t r i g h t   r e j e c t e d   i n  some ou t - l i e r   r eg ion   t hen  you c a n ' t  t e l l  

a t  a l l  what ' s   go ing   on   in   tha t   ou t - l ie r   reg ion .  But t ha t   r eg ion  is pre- 

c i se ly   the   p lace   where  you must  be making estimates abou t   t he   s i t ua t ion .  

(2) I f   d a t a  are r e j ec t ed   i n   t he   ou t - l i e r   r eg ion   on ly   fo r   pu rposes  of es t imat ing  

t h e   c e n t r a l   d i s t r i b u t i o n ,  and  then i f   t h e  number of o u t l i e r s   a r e  used t o  

e s t i m a t e   t h e   f r a c t i o n   l y i n g   i n   t h e   o u t - l i e r   r e g i o n ,   t h e   r e s u l t i n g  estimate 

of f r a c t i o n   d e f e c t i v e  is too   l a rge   t o   be   o f   u se .  

5.4.2 No S ta t i s t ica l  Rejec t ion  of  Data Po in t s  Is Used 

When t h e r e  is  no c r i t e r i o n   f o r   r e j e c t i o n  of da t a   po in t s ,  you have a t  least  a 

f igh t ing   chance   for   es t imat ing   low  probabi l i t i es   s ince   they  are not  excluded by t h e  

na tu re   o f   your   c r i t e r ion .   In   t h i s   k ind   o f   s i t ua t ion   one   somet imes   r e so r t s   t o   t he  

Chebyshev  approximation  which states t h a t  IF t h e  true mean (11) and true standard 

dev ia t ion  (a) of  a sample are known, then   the   f rac t ion   which  l ies  i n   t h e  t a i l  reg ion  

beyond 5 ka is  less t h a n   o r   e q u a l   t o   l / k  . Most o f t e n   t h i s  is a d i shea r t en ing ly  

l a rge   f r ac t ion   and  it  pays t o  see i n  a geometric way  how it  ar i ses .   Var iance   cor re-  

sponds t o   t h e   p h y s i c a l  moment of i n e r t i a   a n d ,   f o r  a given mass, t h e  maximum moment 

o f   i n e r t i a  is obtained by having a l l   t h e  material concentrated a t  the  outer   boundaries  

I n   t h e  Chebyshev case t h e   d i s t r i b u t i o n  will be two spikes   each of area %f a t  f ka 

from t h e  mean and a s p i k e  of area 1-f a t  t h e  mean as shown i n   F i g .  2. The ca l cu la t ed  

2 
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Variance Equation: 

2 x % f x E ' + ( l - f ) x O = 0 2 ,  

?J - ka u p + ka 

Worst Distribution of Mass 

Chebyshev Criterion 

Figure 2 

Variance Equation: 

2 x +f x E' + c1u2 = a' , f = (1 - a > / k 2 .  

1 - f = area 

1. c1u2 (0 < c1 < 1) = variance 

u h 
-rl 
v1 

2' 
+f = area 

?J - ka ?J ?J + ka 

Worst Distribution of Mass 

Modified Chebyshev Criterion 

Figure 3 
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var iance  i s  2 x 4f x ku + 0 = u . Therefore   the  amount a t  a d i s t a n c e  2 ku from p is -2 2 

f = l / k  2 

f o r   t h i s   w o r s t   p o s s i b l e  case. 

Often  one  has much more  information  than i s  used i n   t h e   p r e v i o u s   d e r i v a t i o n .  If 

so, he   can   ca l cu la t e  a modified Chebyshev c r i t e r i o n .  Assume t h a t   w i t h i n   c e r t a i n  

limits o f   t he   va r i ab le ,  i t s  d is t r ibu t ion   can   be   represented  by some t rac tab le   one .  

What, then, is t h e   w o r s t   p o s s i b l e   s i t u a t i o n   i n   t h e  tails? It is  shown i n  Fig. 3 

t h a t :  IF t h e  true mean and true var iance  are known and if some of t h e   d i s t r i b u t i o n  

is known t o  l i e  i n  a c e n t r a l   r e g i o n   w i t h   t h e  mean o f   t he   cen t r a l   r eg ion  a t  t h e   t r u e  

mean, then   the  amount a t  a d i s t a n c e  1 ku from l.~ is  

* 

where a i s  t h e   f r a c t i o n  of t h e   t o t a l   v a r i a n c e   t h a t  i s  i n c l u d e d   i n   t h e   c e n t r a l   p a r t  

o f   t h e   d i s t r i b u t i o n .   I f  a were 90% t o  99%, f o r  example, f is  much less than  given 

above,  and is less l i k e l y   t o   c a u s e   f r u s t r a t i o n   f o r   t h e   e n g i n e e r .  The unfor tuna te  

p a r t  of   the  Chebyshev  and  modified  Chebyshev i n e q u a l i t i e s  i s  that   they  assume  that  

t h e  true mean and t h e  true var iance  are known. The importance  of  this  assumption 

cannot   be  overemphasized,   especial ly   in   the  modif ied Chebyshev c r i t e r i o n .  Unfor- 

t una te ly ,  a l l  t h a t  i s  ever  known (and it  is  only  estimated) is  the  variance  and mean 

of   the   cen t ra l   por t ion ;  i t  is p rec i se ly   t hose   p ips   ou t  on the   t a i l s - - so  unknown and 

elusive-- that   modify  the  var iance  ever  so s l i g h t l y   b u t   e v e r  so important ly .   Therefore  

the  two Chebyshev formulas are use l e s s   fo r   e s t ima t ing   t he  area in   the   ex t reme t a i l  

r e g i o n .   S i n c e   t h i s  i s  n o t   t h e   u s u a l   p o s i t i o n   t a k e n   i n   t h e   l i t e r a t u r e   e a c h   e n g i n e e r  

should  convince  himself of t h e   a p p l i c a b i l i t y  of the  above  reasoning  ( i .e . ,   the  

previous two sentences) .  ** 
It 2 s  shown i n  Appendix A tha t   t he   change   i n   t he  mean due   to  a p i p  on the  t a i l  

r equ i r e s  many more d a t a   t o  detect  than  does a change i n   t h e   v a r i a n c e .  It is  a l s o  

shown t h a t   t h e  number r e q u i r e d   t o   d e t e c t  a change i n   t h e   v a r i a n c e  is 2/k f . This  

*** 
*** 4 2  

* 
This  procedure is not  common i n   t h e   l i t e r a t u r e  and  Chebyshev  had no th ing   t o  do 

wi th  i t  (as f a r  as i s  known)--but i t  is s i m i l a r   t o   t h e   o r i g i n a l  Chebyshev d e r i v a t i o n  
and  reduces  to it for   no th ing  known abou t   t he   d i s t r ibu t ion .  

** 
The r eason   t he   d i scuss ion  is included is t o  show what is bad as w e l l  as what 

i s  good. 

*** I f   t he   change  i s  t o   b e   d e t e c t e d   t h e   u n c e r t a i n t y   i n   t h e  estimate d u e   t o   f i n i t e  
sample s ize   cannot   be   l a rger   than   the   change   due   to   the   p ip .  
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is graphed i n  Fig. 4 .  As an  example,   defectives a t  100 would requi re   over  

20,000 o b s e r v a t i o n s   i n   o r d e r   t o   d e t e c t   t h e   d i f f e r e n c e   i n   t h e   v a r i a n c e   d u e   t o   t h e  

pip.  Of course,  i f  an   eng inee r  were to   f i nd   one   o f   t hose   obse rva t ions  a t  100  he 

would undoubtedly  discard i t  f o r  a l l  s o r t s  of good reasons.   This  paragraph  confirms 

the   s ta tement  made i n  Sec.   5 .5 .1   that  we  cannot know t h e  variance accura t e ly  enough 

to   use  the  modif ied-Chebyshev  inequal i ty .  
Even tua l ly ,   a f t e r   s ea rch ing   a round   fo r  a method t o   u s e   f o r   e x t r a p o l a t i o n ,  you 

w i l l  be   fo rced   t o   t he   one   d i scuss sd   above   i n  Sec. 5 .5 .1   excep t   t ha t   t he  "bad" da t a  

are no t   ca l l ed   ou t - l i e r s   bu t  are used t o  estimate the   boundar ies   o f   the   cen t ra l   reg ion  

and t o  estimate t h e   f r a c t i o n   i n   t h e   " d e f e c t i v e "   r e g i o n s .  

5.4.3  Extreme  Extrapolation Is Necessary 

When ex t r eme   ex t r apo la t ion   appea r s   t o   be   necessa ry ,   measu res   shou ld   be   i n s t i -  

t u t ed   t o   avo id  i t .  Suggest ions are: 

(1) Use a safety  margin.   Estimated  values  of 3 t o  6 are of ten   used   for   the  
* 

safety  margin.  Anything much less than 3 is  n o t   l i k e l y   t o   b e  enough un le s s   f r ac t ion  

f a i l u r e s  on the  order   of  1% o r  more a re   sa t i s fac tory .   Safe ty   margins   o f  more than 6 

are l i k e l y   t o   r e s u l t   i n   o v e r d e s i g n   b e c a u s e   t h e   a c c u r a c y   o f   t h e  model is usua l ly   no t  

t h a t  good; t h a t  is, i n   o r d e r   t o   g e t   t h a t  much safety  margin you may w e l l  have  to 

change some of t he   p rope r t i e s   o f   t he   ma te r i a l s ,   u se  a d i f f e ren t   k ind   o f  material, o r  

change  the  design. The f a i l u r e  modes you have   neglec ted ,   o r   the   th ings  you are not  

accoun t ing   fo r   i n   t he  new se tup ,   o r   t he   app rox ima t ions   t ha t  you are making i n   t h e  

c a l c u l a t i o n s  may w e l l  nega te   t he   ex t r a   s a fe ty   marg in   bene f i t s .   Fo r   example ,   i f  

s teel  i s  made h a r d e r   t o  make i t  s t ronge r  i t  may be   more   susceptab le   to   b r i t t l e  frac- 

t u r e ,  i t s  n o t c h   s e n s i t i v i t y  may b e   d r a s t i c a l l y   i n c r e a s e d ,  i t s  f a t i g u e   s t r e n g t h  may 

have  been  lowered, i t s  c o r r o s i o n   s u s c e p t i b i l i t y  may be much h igher ,  etc. It is  b e s t  

n o t   t o   c a l c u l a t e  a p r o b a b i l i t y   a s s o c i a t e d   w i t h   t h e s e   s a f e t y   m a r g i n s   s i n c e   t h e   d i s t r i -  

bu t ions  are usua l ly   no t  known w e l l  enough. 

(2)  Use a 100%  screen   on   the   mater ia l   to   e l imina te   those  items which  otherwise 

would b e   i n   t h e  t a i l  region.  

(3)  Try t o   e l i m i n a t e  some of the   unce r t a in ty  by us ing   ord inary   engineer ing  

f o r m u l a s   t o   c a l c u l a t e   t h e   d e v i a t i o n s .  (The formulas are ord inary   bu t   the i r   appl ica-  

t i o n   t o   t h i s  is n o t  .) 
(4) T e s t  a g r e a t  many more  samples.  This i s  even more d i f f i c u l t   t h a n  it  sounds 

s i n c e  i f  you are t o  make an estimate about   the   fo l lowing   year ' s   p roduct ion ,  you have 

t o  have a random sample  from  that  production. 

* 
Safety  margin is  d e f i n e d   h e r e   a s   t h e   d i f f e r e n c e   i n   t r u e  means divided by the  

s tandard   devia t ion   of   tha t   d i f fe rence .  
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(5) Use  nondestructive  testing  in  combination  with  the  engineering  analysis of. 

(3)  to  eliminate  the  poor  elements. 

( 6 )  If there is  a  contractual  or  other  firm  requirement  that  a  probability  must 

be  associated  with a  certain  extrapolation,  practically  anything  (and  anything  prac- 

tical) you do  will  be  a  lie.  But  using  the  Gaussian  distribution  will  probably  get 

you  by  with no  serious  questions  and  will  satisfy  the  requirement--just  avoid  kidding 

yourself  even  though  you  are  kidding  someone  else. 

(7) Try  to  make  at  least  qualitative  use  of  your  prior  knowledge  of  the  elements 

and  how  they  are  made.  Even  though  it is  difficult  to  take  into  account  statistically 

and  quantitatively,  it  is  still  useful  information  for  engineering  purposes. 

Remember  that  just  because a  distribution  is  tractable  does  not  mean  that  it  is 

practical.  When  someone  says,  for  example,  that  an  ideal-batch  has a  Gaussian  distri- 

bution  remember  that  he  is  defining  ideal-batch  rather  than  giving  a  description  of 

a previously  defined  ideal-batch. 

In  some  cases  data  are  recorded  on  the  near  tails.  For  example, 1,000 items  may 

be  put  on  life  test  and  the  first 10 failures  recorded. In this  case  extrapolation 

is  not  as  far  into  the  tail  region  as  if  the  first 10 out  of 100 were  measured.  If 
all  of  the  sample  has  been  failed  or  measured  it  is  wise  to  remember  that  only  the 

weaker  ones  are  going  to  affect  the  reliability.  Therefore,  extrapolation  is  best 

made  using  only  the  bottom  half  or  less  of  the  points.  Some  techniques  are  available 

for  fitting  a  line  to  these  censored  or  truncated  distributions  and  these  have  to  be 

used  unless  an  eyeball  line  is  drawn  through  the  points. 

* 

5.4 .4  Small  Random  Samples  Are  Unreliable 

In Figs. 5 and 6 the  results  from  random  samples  are  shown. In  all  cases  the 
numbers  are  probabilities  directly  without  having  been  fitted  to  a  typical  distribu- 

tion,  i.e.,  random  numbers  are  picked  in  the  interval  from 0 to 1 with  a  uniform 
probability  density.  The  method  of  presentation  shown  here  is  relatively  distribu- 

tion  free.  The  "low  probability"  graphs  (lowest 10 out  of 99 points--Fig. 5 )  are 

plotted  on  log-log  paper  to  enable  the  large  range  of  numbers  to  be  shown;  the  "high 

probability"  graphs  (all 9 out  of 9 points--Fig. 6 )  are  plotted  on  Gaussian-Gaussian 

** 

* 
The  upper  half  of  the  points  can  be  analyzed  to  see  what  made  them  good  and  used 

as  engineering  feedback  to  design. 

** 
These  numbers  are  all  generated  on  a  computer  by  one  of  the  algorithms  for 

generating  pseudo-random  numbers.  The  exact  technique is  not  important  here. (It can 
easily  be  argued  that  no  machine  program  method  can  generate  truly  random  numbers.) 
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scales t o   b e t t e r  show t h e   e n t i r e   r a n g e .  (The exact  appearance  of  the  graph  depends 

on  the scale used   t o   - r ep resen t   t he  numbers.) I n   t h e  l i m i t ,  a l l  of  the  numbers  would, 

l i e  on a 45" l i n e .  The ac tua l   randomly-se lec ted   p robabi l i t i es  are p l o t t e d   v e r s u s   t h e  

expected  values (i/N+l where i i s  the  i - th   ordered  point   f rom  the  bot tom  and N is t h e  

sample  s ize) .   In   the  Fig.   5 , lO  samples   of   the   10  lowest   out  of about   100  points  

(99 t o   b e   e x a c t ;  so  t h e   p l o t t i n g   p o s i t i o n s  are round  numbers) are p l o t t e d   t o  show t h e  

ex t r eme   va r i a t ion   t o   be   expec ted   i n   t he  t a i l  r eg ion   and   t o  show why guessing a t  t h e  

d i s t r i b u t i o n  from  such a sample  can  be so  mis leading .   In   F ig .  6 ,  t he   s ample   s i ze  is 

9 and a l l  9 p o i n t s  are shown. The fact t h a t   t h e  most  of  the  point sets do not   look 

as i f   t h e y  were supposed t o   f a l l  on a 45" l i n e   t h r o u g h   t h e   o r i g i n  i s  s i g n i f i c a n t  

because a very   l a rge   sample  would l o o k   t h a t  way. Again  note how misleading i t  would 

b e   t o  estimate t h e   t r u e   l i n e  from  most of the  samples. 
The problem  of   out- l iers   could  be  t reated  on  these  f igures .  A l i n e  is  drawn a t  

the   "expec ted   p lo t t ing   pos i t ion ,  $/N+1" t o   co r re spond   t o  a Chauvenet   cr i ter ion.  The 

po in t s  which l i e  below i t  would then  be  considered  out- l iers  01: de fec t ives .  

The purpose  of  the  f igures is t o   i l l u s t r a t e  what random samples can   look   l ike .  

The l i n e  a t  45' is t h e   t r u e   p o p u l a t i o n   l i n e ,  why not   ske tch   in   your  own eyeba l l  

e s t ima ted   l i ne?   Wi th   va r i a t ions   l i ke   t hose  shown it  is  e a s y   t o  see how one  can  be 

misled by a sample and why e x t r a p o l a t i o n   i n t o   t h e   f a r  ta i ls  is poor   p rac t ice .  

5.5 Methods of Display  of  Results 

There   a re   four   bas ic   methods   o f   d i sp lay   o f   the   resu l t s :  

(1)  graphs , 
(2)  equat ions , 
( 3 )  t a b l e s  , 
( 4 )  computer  routines.  

The one to   be  used i s  governed by the  needs of the  occasion  and by the  time, money, 

and  equipment  available--and by personal  whim. 

There are several forms of graphs .   In   the   usua l   k ind  a dependent  variable is 

plot ted  versus   an  independent   one  with,   occasional ly ,  a second  independent  variable 

be ing   used   to   l abe l  some separate   curves .  Examples  of t h i s  are co l l ec to r   vo l t age -  

cu r ren t   cu rves   fo r  a t r a n s i s t o r   w i t h   b a s e   c u r r e n t  as the  second  independent  variable,  

and  pressure-flow  curves  for a c e n t r i f u g a l  pump with  motor  speed  the  second  indepen- 

dent   var iab le .  Even less occas iona l ly  a t h i r d  and fur ther   independent   var iables   can 

be  used  on  separate  curves.  Very occas iona l ly  someone  makes a three-dimensional 

graph.  Another  kind  of  graph shows contours:   the x and y axes a re   u sed   fo r   t he  
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independent   var iables ,and  contours   for   given  values   of   the   dependent   var iable  are 

shown. Contour  graphs are sometimes  called Schmoo p l o t s  i n  e l ec t ron ic   eng inee r ing  

circles. * 
Equations are a very  common fo rm  o f   d i sp l ay ing   t he   r e su l t s   o f   an   ana lys i s ,  

e s p e c i a l l y   i f   t h e y   c a n   b e   p u t   i n  a compact t r a c t a b l e  form. I f   t h e   e q u a t i o n s  are 

i n f i n i t e  series o r   v e r y  complex i t  is  u s u a l l y   h e l p f u l   i n   a d d i t i o n   t o   u s e   o n e  of t h e  

other  display  methods.  

Tables are used in   preference  to   or   to   supplement   graphs  where  the  addi t ional  

accuracy is needed  or  where many va lues  w i l l  have to   be  looked  up.  

Computer r o u t i n e s  are a r e l a t i v e l y  new form of d i sp l ay  of r e s u l t s   w h e r e i n  a 

computer   program  for   calculat ing  the  resul ts  is  g i v e n   b u t   t h e   r e s u l t s   p e r  se are not .  

This  i s  very   he lpfu l   o f   course ,  much more s o  than   t ab l e s ,   g raphs ,   o r   wr i t t en   equa t ions ,  

when t h e   r e s u l t s  must  be  used  within  other  computer  programs.  For  example, a computer 

r o u t i n e   f o r   c a l c u l a t i n g  a p a r t i c u l a r   f u n c t i o n   t o   f o u r   s i g n i f i c a n t   f i g u r e s  is much more 

u s e f u l   i n  a computer  analysis  than i s  a t a b l e  of v a l u e s .   I f   e x t e n s i v e   u s e  is t o   b e  

made of  the  computer  routine,  i t  i s  of ten   advisable   to   p repare   one   o f   the   empir ica l  

interpolat ion  formulas   such as a Four ie r  series o r  a Chebyshev series i n   o r d e r   t o   b e  

a b l e   t o   c a l c u l a t e  more e f f i c i e n t l y   t h e   v a l u e s   t o  a g iven   accu racy .   In   t h i s  case t h e  

or ig ina l   form  of   the   equat ion  is los t   bu t   the   numer ica l   accuracy  i s  preserved.  

F a i r l y   o f t e n  i t  w i l l  b e   d e s i r a b l e   t o   u s e  more than  one  form  of  output,  perhaps 

even a l l   f o u r   i n   o r d e r   t o   h a v e   t h e   i n f o r m a t i o n   a v a i l a b l e   i n   t h e  easiest way t o   d i f -  

f e r en t   peop le  who wish t o   u s e  it. Sometimes t h e r e  w i l l  be money and  calendar-time 

problems i f   t h e   d i s p l a y  of r e s u l t s  is too  fancy. 

* 
The r e a s o n   f o r   t h i s  is  presumably  the  resemblance  of many con tour s   t o   t he  

Schmoos of L i l '  Abner  fame. 
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6. ,Uses of Mathematical  Analyses 

There are only a very few basic  techniques  for  analyzing  mathematical   models  but 

the  models are used   i n  a g r e a t   v a r i e t y   o f  ways. Much of t h e   l i t e r a t u r e  is o r i en ted  

toward a discussion  of  the  purpose  of  the  model  and  the names of a p a r t i c u l a r   a n a l y s i s  

are of ten  associated  with  that   purpose,   e .g . ,   worst-case  analysis .   This   sect ion w i l l  

b e   s h o r t   s i n c e   t h e   b a s i c   t e c h n i q u e s  are g i v e n   i n  Sec. 5 .  When you run   ac ross  a "new" 

a n a l y s i s   t e c h n i q u e   i n   t h e   l i t e r a t u r e ,   a s k   t h e   q u e s t i o n :  Is i t  named for   the   purpose  

or  the  mathematical  method?  There are many purposes  and  few  methods. You are l i k e l y  

t o   f i n d   t h a t   t h e  method i s  a standard  one.  

6 . 1   S e n s i t i v i t y  and Tolerance  Analysis 

These   a re   no t   p rec ise ly   def ined  terms, but  they  do relate t h e   v a r i a t i o n   i n  a 

f igure   o f  merit (FOM) t o   t h e   v a r i a t i o n s   i n   p a r a m e t e r s .  Very o f t en   t o l e rance  is the  

word u s e d   t o   d e s c r i b e   t h e   t o t a l   v a r i a t i o n   i n   t h e  FOM due t o  a l l  o f   t h e   v a r i a t i o n s   i n  

the   parameters ,   and   sens i t iv i ty  is  r e s e r v e d   f o r  a measure  of  the  change i n   t h e  FOM 

compared t o  a change i n  a particular  parameter,   the  other  ones  remaining  constant.  

A l l  of  these  measures  have a d isadvantage   inherent   in  them, v iz . ,   they  do not  

convey a l l  of the  information  about a sys tem  tha t   there  i s  t o  convey. The more 

numbers  one uses   t he  more information  he  can  convey,  but  the more d i f f i c u l t  i t  is t o  

assimilate; the  fewer numbers one  uses ,   the  less information  he  can  convey,  but  the 

easier i t  is t o  assimilate. It is  f o r   t h i s   r e a s o n   t h a t   t h e   m u l t i t u d e  of d e f i n i t i o n s  

has   a r i s en .  

To d i s c u s s   s e n s i t i v i t y  and t o l e r a n c e   p r e c i s e l y   d e f i n i t i o n s  are r e q u i r e d .   F i r s t  

suppose   tha t   there  i s  an FOM (e .g . ,   ga in  of an   ampl i f ie r )   expressed   in  terms of a 

set of  independent  parameters ( E ) ;  t h i s  is t h e  y = g(5)  formulation  mentioned  in 

Sec. 5. Then s e n s i t i v i t y  of t he  FOM to  each  parameter is def ined   here  as * 

where  the E r e f e r s   t o   t h e   e n t i r e  set of  components  (xl,  x2, ...) 
and t h e  15 r e fe r s   t o   t he   va r i ab le s   cons ide red   i ndependen t   fo r   t h i s   d i f f e ren t i a t ion .  

(See  Appendix D f o r   d e t a i l s  on t r i c k y   p a r t i a l   d i f f e r e n t i a t i o n . )  

Next   suppose   tha t   the   s i tua t ion  is more complicated. L e t  t he re   be   an   equa t ion  

f o r   t h e  FOM i n  terms of  the  parameters,   x,and several equa t ions   r e l a t ing   t he  x t o  

each  other   and  possibly  to   other   parameters .  L e t  g be  the  subset   of   parameters  of 5 
i 

* 
The d e f i n i t i o n s   o f   s e n s i t i v i t y   t o   f o l l o w  are se l ec t ed  from the   poss ib le   ones  

g i v e n   i n  Sec. 5.1. 
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There is  no l a w  which  determines  which  subset of a l l  the   parameters  i s  chosen t o   b e  

independent. It is up t o   t h e   e n g i n e e r   t o   p i c k   t h e   o n e   t o   g i v e   t h e   m o s t   u s e f u l   s e n s i -  

t i v i t y .  Once i n  a while   one may wish t o   c a l c u l a t e   a n  S and  an S where 2 and 

a r e   d i f f e r e n t   s u b s e t s   o f   t h e   t o t a l  set of  parameters; i t  is a reasonab le   t h ing   t o  do. 

A r e l a t i v e   s e n s i t i v i t y  is  d e f i n e d   i n  Sec. 5.1. When i t  i s  adap ted   t o   t he   s i t ua -  

i ,x i ,x 

t i o n   d e s c r i b e d   a b o v e ,   t h e   r e l a t i v e   s e n s i t i v i t y  of t h e  FOM to   t he   pa rame te r  u (with 

t h e  se t  2 taken  as  independent  parameters) becomes 
i 

T h i s   l a t t e r   c o u l d   b e  

FOM, when u.   changes 
1 

i n t e r p r e t e d   i n   a n  example as:   There w i l l  be  a 1% change i n   t h e  

by 10%  and  the rest of   the 2 remain  constant.  

Other   sens i t iv i t ies ,   depending   on   one ' s   needs ,   can   be   s imi la r ly .def ined .  Even 

though  the  notat ion i s  complicated a t   f i r s t  (and  second)  glance, i t  can  be  deciphered 

by fol lowing it through.  For  simple  examples, see Sec. 5.1. The r eason   fo r   t he  

complexity i s  t h a t  i t  i s  s o  e a s y   t o  become hopeless ly   snar led   dur ing  a p a r t i a l   d i f -  

f e r en t i a t ion ,   un le s s   one  i s  q u i t e   r i g o r o u s   w i t h   t h e   n o t a t i o n .  

Tolerance i s  usua l ly   de f ined  as t h e   v a r i a t i o n   i n   a n  FOM due t o  a combination of 

va r i a t ions   i n   t he   i ndependen t   pa rame te r s .   Be fo re   t h i s   has  much meaning i t  must  be 

decided how these  w i l l  combine. Two simple  methods  of  combining are worst-case  and 

"statistical". The worst-case  tolerance  ( for   independent   parameters ,  x) i s  

I I 

The s ta t i s t ica l  to l e rance   u sua l ly  means the   s t anda rd   dev ia t ion  of t h e  FOM. 

Except   for  a very  few cases ,   the   on ly   func t ion   for   which   the   s tandard   devia t ion  is  

e a s i l y   c a l c u l a t e d  i s  a l i nea r   func t ion .  A Taylor ' s  series expansion  (see  Sec.  5.1.2 

* I 1 means t h e   a b s o l u t e   v a l u e   o f   w h a t ' s   i n s i d e   t h e   p a r a l l e l   b a r s .  
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and'Appendix B) is most   o f ten   used   to  make a f u n c t i o n   l i n e a r .  Then 

where x is the   po in t   about   which   the   Taylor ' s  series is taken  (and is t h e  mean of 

the  l inear   funct ion--about   which  the  var iance is takeq).   This  formula,  as Sec. 5.2.1 

shows, is fo r   s t a t i s t i ca l ly   i ndependen t   va r i ab le s - -wh ich  is  what t h e   s u b s e t  2 has  

been  presumed t o  be.  This  formula is  t rue   r ega rd le s s   o f   t he   pd f ' s   o f   t he  2 and FOM, 

but  remember--there are no p robab i l i t y   s t a t emen t s   a s soc ia t ed   w i th  it. I n   p a r t i c u l a r ,  

avoid  using Normal (Gaussian)   probabi l i t ies .  The Cen t ra l  L i m i t  theorem i s  o f t e n  

invoked t o  show t h a t   t h e  FOM has  a Normal d i s t r i b u t i o n ,   b u t   t h i s  may be  inadequate ,  

as is explained  in   Appendix E, as w e l l  as because   t he   ca l cu la t ion  is  based  on 

dropping a l l  b u t   t h e   l i n e a r  terms i n  a Tay lo r ' s  series expansion. 

-0 

For some k inds   o f   func t ions   there  are spec ia l   re la t ionships   be tween a l l  t h e  

s e n s i t i v i t i e s   f o r  a g iven   func t ion  (see Ref. 7 ). This  can  be a he lp   i n   bo th   do ing  

and  checking  the  analysis .  

6.2 Worst-case  Analyses 

One of   the  apocryphal  laws of   nature  is  " i f  i t  can  happen, i t  w i l l " .  It is given 

d i f f e r e n t  names  by va r ious   g roups   and   has   poss ib i l i t i e s  of being  extended,  e.g. ,   "if  

i t  can  happen, i t  not   only w i l l ,  bu t  it w i l l  i n   t h e  most  embarrassing way possible" .  

Much r e l i a b i l i t y   e f f o r t  is  devoted   to   reducing   the   adverse   e f fec ts  of t h i s  l a w  on t h e  

l i f e  and  performance  of  equipment. It was natural   then  that   something  cal led  "worst-  

case" des ign   and   ana lys i s  would sp r ing  up i n   r e l i a b i l i t y ;  no at tempt  is made h e r e   t o  

de f ine   t he   concep t  of worst-case  design as opposed t o   a n a l y s i s ,   i n   f a c t ,  it is d i f f i -  

c u l t   t o  do. 

A t  t h i s   p o i n t   t h e   p l u r a l   i n   t h e   s e c t i o n  t i t l e  becomes important  because i t  tu rns  

ou t   t ha t   d i f f e ren t   peop le   have   d i f f e ren t  sets o f   spec i f i c  cr i ter ia  for   worst-case.  

Obviously  the  worst   worst-case is where   eve ry th ing   f a l l s   apa r t   o r   o the rwise  ceases t o  

func t ion ,  and j u s t  as obviously  nothing  can work under  those  circumstances. So 

something else is meant  by  worst-case,  viz., a set of limits is es t ab l i shed  by some 

cr i ter ia  ( t o   b e   d i s c u s s e d   l a t e r )  and wi th in   t hose  limits a worst-case  analysis  is  t o  

be  performed.  For  example, i f  i t  is  assumed t h a t   t h e   r e s i s t o r s  w i l l  no t   dev ia t e  by 

more  than  10%  for   any  reason  during  the  design  l i fe  of the  equipment, w i l l  a l l  t h e  

c i r c u i t s   c o n t i n u e   t o   f u n c t i o n ,   e v e n   i f   t h e   r e s i s t o r s   g e t   s p i t e f u l   a b o u t  i t? I n   t h i s  

connec t ion ,   p robab i l i t i e s   excep t   fo r   ze ro  and  one are ignored ,   bu t   d i rec t   phys ica l  

dependence  should  be  taken  into  account.  For  example, i f  a vol tage  bus  feeds several 

d i f f e r e n t   p o i n t s ,   t h e   v o l t a g e s  a t  each  of  the several po in t s   shou ld   no t   be   t r ea t ed  as 
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var i ab le s   i ndependen t   f rom  each   o the r .   L ikewise   i f   t empera tu re   coe f f i c i en t s  are 

taken  into  account ,   one  par t   of   the   system  should  not   be  presumed  to   be a t  the   ho t  

limit and t h e   o t h e r  a t  t h e   c o l d  l i m i t  a t  t h e  same time--unless  of  course i t  i s  

phys ica l ly   r ea sonab le   t ha t  i t  b e  so. It is presumed i n   t h e   f o l l o w i n g   d i s c u s s i o n   t h a t  

t h e s e   c o r r e l a t i o n s  of zero  or  one are taken  into  account   wherever   possible .  A very  

genera l   boundary   condi t ion   for   the   ana lys i s  is tha t   t he   c i r cu i t   o r   sys t em  shou ld   be  

cons t ruc t ed   acco rd ing   t o   t he   spec i f i ca t ions   i n   t he   d rawings   and   t ha t   t he   ana lys i s  

proceeds  from  there.  The f a c t   t h a t   t h e r e  may be a nonzero   p robabi l i ty   tha t  some 

parameters w i l l  f a l l   o u t s i d e   t h e  limits e s t a b l i s h e d   f o r   t h e   a n a l y s i s  is ignored. The 

most l i k e l y   c a n d i d a t e   f o r   s e t t i n g   t h e  limits re fe r r ed   t o   above  is absolute   worst-case 

(AWC). I n  AWC t h e  limits for   each  independent  parameter are set wi thout   regard   to  

o the r   pa rame te r s   o r   t o  i ts importance  in   the  system. The pos i t ion   o f   the  limits is 

usua l ly  set by guess   o r  by gol ly;   the   engineer   must  estimate t h e s e  by r e f e r e n c e   t o  

h i s   expe r i ence ,   t o   t he   manufac tu re r ' s   da t a ,   and   t o   h i s  company's  experience  (see 

Sec. 7). I n  some cases he w i l l  per form  severa l   ana lyses   wi th   d i f fe ren t  limits f o r  

each- - jus t   to   ge t  a f e e l   f o r   t h e   s i t u a t i o n .   O b v i o u s l y ,   t h e   e n t i r e   p r o c e d u r e   o f  

s e t t i n g  limits has no strict r u l e s .  

There are many modified  worst-case (MWC) analyses  developed  because  of  the 

presumed  pessimism  of AWC. It is  not   worthwhile   going  into a l l  of t hese   he re ,   bu t  

a t y p i c a l  one  uses  the  following method f o r   s e t t i n g   t h e  limits: Crit ical  items are 

given limits as i n  AWC and the  rest of t h e  items a r e   g i v e n  limits of t he i r   pu rchase  

to le rance .  

In   any  worst-case  analysis ,   the   values   of   the  parameters are adjus ted   (wi th in  

t h e   l i m i t s )  so t h a t   t h e  FOM i s  as high as poss ib l e ,   t hen   r ead jus t ed  so  i t  i s  as low 

as   poss ib l e .  The values   of   the   parameters  are no t   necessa r i ly  set  a t  the  limits-- 

t h e   c r i t e r i o n   f o r   t h e i r   v a l u e  i s  t o  make t h e  FOM an extreme. The remoteness of t h i s  

cond i t ion ' s   occu r r ing   i n   p rac t i ce   depends  on t h e  limits which were set by the   engineer  

a t  the   beginning ,   on   the   p robabi l i ty   func t ions  of the   parameters ,  and  on t h e  number 

of   systems  that  are being  considered. 

One argument in   f avor   o f  AWC a n a l y s i s   ( a s  opposed t o  a s ta t is t ical  ana lys i s )  is 

t h a t  many d ig i t a l   e l ec t ron ic   sys t ems   have  so  many similar p a r t s ,   e a c h  of  which  must 

have  such a h igh   p robab i l i t y  of  working  properly,   that  a s ta t i s t ica l  a n a l y s i s  w i l l  

f o r   p r a c t i c a l   p u r p o s e s   t u r n   o u t   t o   b e   a n  AWC a n a l y s i s ,  and t h e  AWC i s  much simpler  and 

depends  on  fewer t r icky  assumptions.  The way t o  make a u s e f u l  AWC a n a l y s i s  is  t o  set 

t h e  limits w i s e l y   i n   t h e   f i r s t  place and it  is  here   that   engineer ing  judgment   versus  

s ta t is t ical  c a l c u l a t i o n  must come t o   t h e   f o r e .  Where the  importance  warrants i t  and 

t i m e  and money permit ,   several   such limits should  be set up and t h e   c a l c u l a t i o n s  

made f o r  each. 
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The impor t an t   t h ing   i n   t he   ana lys i s  i s  not naming i t  (as  long as t h e  name i s  no t  

misleading)  but  understanding  what you are doing  and why. It may b e   t h a t   t h e   r e a s o n s  

are t o   s a t i s f y  a r e c i p e   p r e s c r i b e d   i n   t h e   s p e c i f i c a t i o n ,   i n  which case performing  the 

c a l c u l a t i o n  by r o t e  i s  s u f f i c i e n t .  But gene ra l ly   t he   des igne r  w i l l  have t o   a s k  

himself ,  "what i s  i t  t h a t .  I would l i k e   t o  have?",  then go ahead  and make t h e   c a l c u l a -  

t i o n s .   I f  a l l  looks  reasonable,   he  can  be  happy; i f  i t  doesn ' t   look   reasonable ,   he  

will ei ther   have  to   modify  his   design,   or   modify  what   he would l i k e   t o   h a v e  (some- 

times the   cho ice   be tween   t he   l a t t e r  two is not   a lways   h i s ) .  

Computer r o u t i n e s  are ava i l ab le   fo r   pe r fo rming   t hese   ana lyses   on   e l ec t ron ic  

c i rcu i t s .   Genera l ly   speaking   the   curve   o f  FOM versus  each  independent  parameter is  

,3ssumed to  be  monotonic  and a n u m e r i c a l   d i f f e r e n t i a t i o n  is performed a t  the  nominal 

v a l u e s   t o  see i n  which  direct ion  the  parameter   should  be moved t o  make t h e  FOM high 

o r  low. It is  a l s o  presumed t h a t   t h i s   d i r e c t i o n  is  independent  of  the  values  of  any 

of   the  other   parameters  as long  as   they are w i t h i n   t h e i r  limits. If   these  assumptions 

a r e   n o t   t r u e ,  a much more de t a i l ed   ana lys i s   o f   t he   equa t ions  is necessary  before  

worst-case  can  be  performed.  Essentially  what it would  amount t o  i s  t h a t  a response 

s u r f a c e   f o r   t h e  FOM must  be  generated  for a l l  the  parameters  involved. I t  is seldom 

that  anyone w i l l  f e e l   s u c h  a complicated  analysis  i s  worthwhile. 

An in t e re s t ing   mod i f i ca t ion  of worst-case is g iven   i n   Re f .  8, i t  is c a l l e d  

"Worst Dis t r ibu t ion   Analys is" .   This  is less s t r ingent   than   the   wors t   case   above  and 

has   promise  of   being  an  easy,   effect ive  calculat ion.  

6 . 3  Propagation of P r o b a b i l i t y   D i s t r i b u t i o n s  Through  an  Equation 

I n   t h i s   s e c t i o n  i t  i s  presumed tha t   an   equa t ion  i s  a v a i l a b l e   i n   t h e  form y = g(x> 

and   t ha t   t he   p robab i l i t y   dens i ty   func t ions (pdf )  of a l l  the  xi  are known exac t ly .  The 

most usua l   parameter   tha t   engineers  want (perhaps  because i t  i s  one  with  which  they 

are most f a m i l i a r )  is an   average   o r  mean. An engineer  who has  been  exposed  to  the 

vagaries   of   the   world  (as   opposed  to   the  uniformity  of   textbooks)   soon  learns   that  

t h e r e  i s  more  of i n t e r e s t   t h a n   a n   a v e r a g e ,   t h a t   t h e   v a r i a t i o n s  are important,   and 

the re fo re   he   w i shes   t o   ca l cu la t e   t he   s t anda rd   dev ia t ion   o r   va r i ance   ( a   s econd  moment). 

But even i n   t h i s   s i t u a t i o n ,   f o r   t h e   f i r s t  two  moments, t h e r e  are not  many t r a c t a b l e  
* 

* 
There are many measures of "central   tendency",   the  mean ( the  ' ' center   of   gravi ty"  

of   the   popula t ion) ,   the   median   (ha l f   the   popula t ion  l ies  on e i t h e r   s i d e  of t h e  median-- 
wi thout   regard   to  how b i g   o r  small the   va lues   a re ) ,   and   the   peak   (ca l led  a "mode" by 
s t a t i s t i c i a n s - - i t  is  t h e  most   f requent ly   occur r ing   va lue ,   e .g . ,   in   the  Normal d i s t r i -  
bu t ion  it  is t h e  mean; i n   t h e   e x p o n e n t i a l   d i s t r i b u t i o n  i t  i s  zero!).  These  measures 
are use fu l   on ly  when the   d i s t r ibu t ion   has   one   peak   and  i s  not  too  cockeyed  (i.e.,   skewed). 
I f  i t  has more than  one  peak, it i s  o f t e n   d e s i r a b l e   t o   t r y   t o   s p l i t  it i n t o  two p a r t s ,  
each  of  which  has  only  one  peak  ( i .e. ,   unimodal).  

g rav i ty .  
The var iance  corresponds  to   the  physical  moment of i n e r t i a   a b o u t   t h e   c e n t e r   o f  
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combinat ions  of   equat ions  and  probabi l i ty-funct ions.  So most of ten  one w i l l  have 

to   resor t   to   approximate   methods   such  as d i scussed   i n   Sec .  5. Formulas are g i v e n   i n  

Appendix F f o r  some t r a c t a b l e  sets of equa t ions   and   p robab i l i t y   d i s t r ibu t ions .  

I n   t h e  more gene ra l  case pdf(y) is desired;   but   rarely  can  any  system  equat ion 

be  handled  exactly.   Again  reference  should  be made t o  Appendix F f o r  a l i s t i n g   o f  

some of t he   t r ac t ab le   combina t ions .  The open ing   s t a t emen t   o f   t h i s   s ec t ion   t ends   t o  

imply t h a t  a l l  xi are s ta t i s t ica l ly   independent ;   o therwise   each  would not  have its 

own pdf .   I f   t he re  are s ta t i s t ica l  dependencies among  some o f   t he   va r i ab le s ,   t he  

problem  becomes v e r y   d i f f i c u l t   u n l e s s   t h e   v a r i a b l e s  are Normal o r   t h e  combined pdf(5)  

i s  known. The serv ices   o f  a s t a t i s t i c i a n  w i l l  b e   v i r t u a l l y   i n d i s p e n s i b l e   i n   t h e  

even t   t ha t  s ta t i s t ica l  dependence  must  be  considered. 

Assuming t h a t   t h e   v a r i a b l e s  are s t a t i s t i c a l l y   i n d e p e n d e n t  i t  i s  easy  enough t o  

write down t h e   i n t e g r a l   a c c o r d i n g   t o   t h e   f o r m u l a   i n  Sec. 5. A s  ment ioned   there ,   in  

the  absence of a for tu i tous   c i rcumstance   where in   the   resu l t  i s  t r a c t a b l e   ( t h e   e n g i n e e r  

sometimes  can make h i s  own luck   by   choos ing   the   appropr ia te   d i s t r ibu t ions   for  some 

of   the   var iab les ) ,   the   equat ion   cannot   be   ana ly t ica l ly   in tegra ted   and   numer ica l   methods  

must  be  used. One u s u a l l y   r e s o r t s   t o   t h e   u s e  of  computers.  Often  the  engineer w i l l  

no t   posses s   t he   r equ i r ed  knowledge  of  numerical  methods  and w i l l  have   to   seek   he lp  on 

t h a t   s c o r e .  H e  may even   have   to   ge t   ass i s tance  on t h e  programming un le s s   he   has  

access t o  a computer  with  special   programs  designed  to make programming extremely 

simple. 

I f   o rd inary   numer ica l   in tegra t ion   does   no t  seem a p p r o p r i a t e   o r   f e a s i b l e ,  Monte 

Carlo  methods  can  be  used. They are e f f ec t ive ,   bu t   o f t en  are expensive as w e l l  s i n c e  

they   t end   t o  consume a g r e a t  amount of  computer time. I f   o n l y   t h e   v e r y   c e n t r a l  

reg ion  of t h e  pdf i s  of i n t e r e s t ,   p e r h a p s  as few as 20 o r  30 trials w i l l  b e   f e a s i b l e .  

Some gene ra l   ru l e s   o f  thumb are g i v e n   i n  Sec. 5 for  determining  approximately how 

many runs  should  be made. 

An a l t e r n a t e  method  which is sometimes f e a s i b l e  where  the moments of g(x) can 

be   ca lcu la ted  is t o  compute  successive moments s t a r t i n g   w i t h   t h e   f i r s t  and then   use  

s tandard s ta t i s t ica l  methods f o r   f i t t i n g  one   o f   t he   app ropr i a t e   d i s t r ibu t ions   t o  

t hese  moments. It is  d i f f i c u l t   t o   e v a l u a t e  how f a r   i n   t h e  t a i l  reg ion  of t h e  pdf 

these  w i l l  be  good,  but  the  odds  that   they are a c c u r a t e   f o r  t a i l  a r e a s  less than 1% 

are not   good;   the  chances  of   being  accurate   for  t a i l  a r e a s  less than  0 .1%  are  

n e g l i g i b l e .  

I f   t h e  pdf (x.) are estimated  from small samples ,   the   techniques  in   the Sec. 6.4 
1 

are app l i cab le .  
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6 . 4  Estimation  of  Parameters of a D i s t r i b u t i o n  

Th i s   s ec t ion  is more gene ra l   t han   t he  t i t l e  might   appear   s ince  the  parameters  

o f   t he   d i s t r ibu t ions   can   be   i nvo lved   i n   equa t ions  and i t  is  the  parameters   of   these 

e q u a t i o n s   t h a t  w i l l  eventual ly   be  es t imated by t h e  method. One of  the  most common 

examples is  e s t ima t ing   t he   s lope   and   i n t e rcep t   o f  a s t r a i g h t   l i n e  by us ing   t he  

method  of Least Squares.  Typical  methods  which are used are Maximum Likel ihood,  

Least Squares,  Equating  of Moments, and  Order S ta t i s t ics .  These are d e t a i l e d   i n  

va r ious  statistics t ex t s   and   gene ra l  art icles and w i l l  be  only  summarized  here. 

Maximum L i k e l i h o o d .   I n   t h i s  method t h e   p r o b a b i l i t y   ( f o r   d i s c r e t e   v a r i a b l e s )  

and pdf ' s   ( for   cont inuous   var iab les )   mus t   be  known fo r   t he   va r i ab le s ,   a s suming   t ha t  

the   parameters   o f   the   d i s t r ibu t ions  are given. It is  gene ra l ly  presumed t h a t  a l l  

observa t ions  are s t a t i s t i c a l l y   i n d e p e n d e n t  so t h a t   t h e   p r o b a b i l i t y   o f   g e t t i n g  a 

given set of observa t ions  i s  the   p roduct   o f   the   p robabi l i t i es   o f   ge t t ing   each  

observat ion.  The t o t a l   p r o b a b i l i t y  is ca l led   the   L ike l ihood.   I f   the   parameters  of 

t he   d i s t r ibu t ions   mus t  obey some equa t ions ,   t hese   equa t ions   a r e   t hen   i n se r t ed  

e i t h e r   d i r e c t l y   o r   u s e d  as c o n s t r a i n t s .  The u l t ima te  set of  parameters i s  then 

ad jus ted  so  tha t   the   L ike l ihood  express ion ,   wr i t ten   p rev ious ly ,  i s  a maximum. A t  

t h i s   po in t ,   equa t ions   a r e   ea s i e r   t han   words .  Suppose t h a t   t h e   o b s e r v a t i o n s  are 

denoted by =, and t h e  unknown parameters by a ,B ,  . . . , y  . Then L is a funct ion  of  

* 

- Obs and a,B,  ...,y , i .e . ,  L = L ( m , a , B ,  . . . , y  ) .  The customary method  of f i nd ing  
a maximum is  fol lowed,   viz . ,  a se t  of  values of a,B, . . . , y  is found,  designated by 

& , b ,  . . . , y ,  such  that  ** 

where means e v a l u a t e d   a t   t h e  A condi t ions .  

It is o f t e n   d e s i r a b l e   t o   h a v e   t h e   e s t i m a t e s  of the  parameters as independent of 

each  other as possible .   This   can  be  done  (asymptot ical ly ,  i . e . ,  t h e   l a r g e r   t h e  

sample   the   t ruer  i t  i s )  by ad jus t ing   t he   fo rmula t ion  of t he   equa t ions   ( e .g . ,   de f in i -  

t ions   o f  a,B, . . . , y  and the   o r ig ins   o f   the   independent   var iab les )  s o  t h a t  

i . e . ,  a l l   t h e  "mixed" second  der ivat ives   (parameters   only)  are zero. It should  be 

* This  is t h e  form i n  which  they  usually  appear,   e.g . , t he   Po i s son   p robab i l i t y  
is  p(nlp)  = e T  pn/n!. The expression  "p(nI p)" is  read  " the  probabi l i ty   of   n ,   g iven 
t h a t  p is known. 

** The ,. is  c a l l e d  a "circumflex"  or.  simply a "hat". 
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noted  that  virtually  always  it  is  more  convenient  to  deal  with  the  natural  log of 
the  Likelihood  rather  than  the  Likelihood  itself.  If  that  is  done, all of  the  pro- 

ducts  are converted  to  sums  and  differentiation  is  much  easier.  Furthermore,  it  is 

easy  to  manipulate  the  equation so that  the  constant  terms  (terms  which do not 

contain  the a,B, ...,y) are  combined  with  the In L.  They will drop  out  for all 
differentiations  anyway  and  to  get  rid of them  in  the  beginning  is  a  good  way  to 

keep  the  problem  simple.  (That  means you won't make  as  many  stupid  mistakes  in 

your  work.) 

Note  the  following: 

(1) We  will  maximize L. 
(2) (1) is  equivalent  to  maximizing In L. 
( 3 )  (2) is equivalent  to  maximizing -R = In(L X constants) 5 1n L + constants. 
( 4 )  (3)  is  equivalent  to  minimizing R. 

The  reason  for  introducing 2 ,  defined  in  this  way  is  for  the  simplicity  above  and  to 

ease  the  introduction  of  the  estimated  variance of the  parameters. It  is  instructive 

to  expand R about  the A point  in  a  Taylor's  series: 

a 2~ 
+ %s 

+ higher  order  terms 
The  terms  in  first  line  are  each  zero  by  definition of the A point.  The  terms 

in  the  second  line  are  zero  because of the  orthogonality  condition.  The  fourth  and 

last  line  is  presumed  negligible.  Therefore 

and  each  parameter  can  be  considered  by  itself. It turns  out  that,  for  each  para- 
meter by itself,  when A2 = %, s = est  var a, . . . , v2 = est  var y. (This  is 

explained  in  detail  in  Ref. 9 along  with  other  properties of maximum  likelihood.) 

A *  



Therefore 
-1 -1 

est  var 61 = ($1 1 , . .., est  var = (7 ,. ? 1 A 

and  the  uncertainty in a  parameter  estimate  can  be  taken  as  the  square  root of the 
estimated  variance.  The  estimates of the  variances of the  parameter  estimates are 
asyrnpotically  correct. 

Example of Maximum  Likelihood.  Suppose  that 

y = g(x) + uz 

Yi - ai 
where  g g(xi) , ai 3 .a(xi), zi = i U i 

(x,y)  are  a  set  of  independent,  dependent  variables  as  is  customary 
z has  a  Standard  Normal  distribution 

u2  is  the  variance  of  y. 
(xi,yi)  is a set  of  corresponding  data.  All  sets  are  statistically  independent. 

Then  the  probability  of z ' s  being  between z and z + dz is i  i  i 

p(zi)dzi = - 1 e+' dzi 
& 

If there  are n point  sets,  the  likelihood  L  is  just  the  product  of  the  probabilities 
for  each  of  these  point  sets  (statistical  independence  was  assumed--see.Sec. 2.10): 

sirice z is  Standard  Normal  variate. 
The  x.  and  thus u and  gi  are  presumed  fixed  and  exact, so that  dy = u.dz 

1 i  i 1 i' 
The  dyi  are  constants  and  are  tucked  out of the  way  as  mentioned  above,  viz., 

We  wished  to  maximize L, therefore  we  minimize R = - ln(L/constant). If ai = u is 
a  constant  then  minimizing R is  equivalent  to  minimizing 
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1 (Yi - Pi) w hich  is  exactly  the  usual  formulation  of  least-squares, If ui # con- 

stant,  note  that  each  square is weighted  by 110; (the  reciprocal of the  variance) 
and  that  there is a  logarithim of the  variance  added. 

Still  considering  maximum  likelihood it is  instructive  to  derive 2 (assuming u 

is  a  constant). 

“ an. - - -& 1 1 (Yi - +; n 9 a 0  

This  shows  that  the  Maximum  Likelihood  estimate  for  the  variance of a  Gaussian 

distribution  is  just  the  sample  variance,  if 0 is  a  constant.  If  the  data  have 

been  transformed,  it  is  very  unlikely  that u is  a  constant. 

Least  Squares.  This  technique  has  merit  in  its own right  regardless  of  its 

connections  with  Maximum  Likelihood  and  the  Normal  distribution.  From  the  example 

for  Maximum  Likelihood  above, 

If ai = u = constant,  then  (also  as  in  the  example  above) 

R = 5 1 (yi - gi)2 + n In  u2 . (special  case) 
1 

A s  far  as  the  parameters  in g are  concerned,  minimizing II is  equivalent  to  mini- 
mizing l(yi - gi)2--whence  the  name  “Least  Squares”. In general (J is  not  a  con- 

stant  and II (general  case)  is  the  quantity  to  be  minimized,  but  the  name of Least 

Squares  is  still  used.  The  estimates  have  some  very  good  properties  under  special 

circumstances  of  the  parameters,  regardless  of  Normality  of  y - g(x). For  distri- 

butions  such  as  the  exponential  which  are  highly  skewed,  the  method  has  little 

value. If g(x) is  not  linear  or u = u ( x ) ,  the  problem  is  not  likely  to  be  tractable. 

Then  numerical  methods  must  be  used  to  find  the  parameters. 

i 

** 

~~ ~ * . .  gi implies  that  all  parameters  in  g  are  evaluated  at  the A condition. i 
** See  Ref. 10 for  further  details on Least  Squares. r , !  

: I  
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Example  a.  Let g(x) = )I = constant, u(x) = u = constant.  This is the  situation 

where  a  constant  is  estimated  by  a  series of observations. 

est  var ( G )  = 5 , est  var (2) = 2n ,where  "est var'l stands  for  "estimated 
2 2  

- variance  of".  This  says  that  the  least  squares  estimate  of  a  group of data  which 
measure  a  constant  is  the  sample  average  and  that  the  standard  deviation  (s.d.) 

estimate  is  the  sample  s.d.  Note  especially  that 1 3 ~  is  biased. It can  be  converted, 
if  it  is  worth  it,  to an unbiased  estimate  by  the  usual  techniques  (see  Sec.  2.11 

for  a  discussion  of  this  point). 
Example b. Let g(x) = mx, a(x)  = kx.  This  is  a  straight  line  through  the 

origin  with  a  constant  "percentage-accuracy"  for y, viz., o(x)/g(x) = k/m. 

Let - = 0 . Evaluate - and  note  that 

estimates  of  m  and k are asymptotically  independent. 
It .is easily  shown  that: 

it  is  zero;  therefore  the 

Equating of Moments.  The  sample  moments  are  calculated  beginning  with  the 
first. The number so calculated  should  be  the  same as the  number of unknown 
parameters  in  the  distribution.  The  analytic  expressions  for  the  moments of the 
distribution are also  calculated.  Corresponding  sample  and  distribution  moments 
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are  equated  and  the  equations  are  solved  for  the  parameter  estimates.  Usually  the 

equations  are  not  tractable  and  complicated  numerical  methods  for  solving  all  equa- 

tions  simultaneously  must  be  used. 

The  Pearson  System of curves  which  contain  several  arbitrary  parameters are 

well  suited  to  the  Equations of Moments.  Ref. llcontains  a brief  discussion  of  the 

actual  procedures  and  gives  references  to  more  complete  treatments. 

It is  difficult  to  estimate  the  uncertainties  which  are  incorporated  into  the 

answers by the  Equating  of  Moments  and so this  technique  is  best  left  alone  when 

samples  are  small  and  the  uncertainties  will  be  large. 

Order  Statistics.  This  technique  is  especially  valuable  when  observations are 

left  off  of  either or both  ends.  (Truncation  and  censoring  are  technical  words  used 

to  describe  these  omissions.)  There  is  no  general  method  for  applying  it  since 

simulation  seems  to  be  one  of  the  main  ways  in  which  the  necessary  data  are  generated 

for  use  in  forming  the  rules.  Ref.12  is  reasonably  up  to  date,  but  the  current 

literature--including  Government  Reports--contains  much  useful  information. A 
statistician  who  has  this  as  a  specialty  will  be  a  big  help  in  using  it. 

At times,  this  method  is  mixed  with  others,  especially  regarding  the  estimation 
of  the  "guarantee  period"*  for  some  distributions.  For  example,  the  smallest  obser- 

vation  is an estimate  of  the  guarantee  period  and  is  not  infrequently  used  as  such. 

When  no  simple  distribution  is  assumed,  the  cumulative  distribution  can  be 

estimated  by  equating  the  sample  cumulative  distribution  to  the  actual  one  at  the 

sample  points.  This  is  where  plotting  position  comes  in  (for  the  i-th  point  what 

probability  should  be  used?).  An  easy  value  to  use  for  the  i-th  point  out  of  n  is 

i/n+l;  this  is  the  expected  value.  There  are  many  others  offered  in  the  literature, 

but  don't  forget  this  admonition: 

The  uncertainties  involved  in  the  prediction  are  usually  much  greater  than 

differences  among  plotting  positions. 

Therefore  if you think  the  exact  formula  for  plotting  position  is  critical, you have 

problems  which  will  not  be  solved  by  choosing  a  better  plotting  position  (in  other 

words,  your  troubles are for  psychiatrists,  not  statisticians.)  The  figures  in 

Sec. 5 .4  show  the  variations  which  can  easily  happen. 

Graphing.  One  of  the  common  engineering  methods  for  estimating a  probability 

distribution  is  to  plot  the  cumulative  distribution  function  (cdf)  on  special  graph 

paper  such  that  the  analytic  cdf  is  a  straight  line.  Weibull  paper,  semi-log  paper 

(for  the  exponential)  and  Normal  paper  are  the  only  ones  in  common  usage.  Normal >k * 

* 
** 

See  Appendix G. 

Often  Normal  paper  is  called  Probability  paper  as  if  it  were  the  only  kind 
that  existed;  that  is  poor  practice. 



r -  

paper i s  a v a i l a b l e   w i t h  a l o g  scale f o r   t h e   o t h e r   c o o r d i n a t e   f o r   u s e   w i t h   l o g  

Normal d i s t r i b u t i o n s .  The f i g u r e s   i n   S e c .  5.4 show t h e  scatter t h a t   r e a d i l y  

occurs   with  this   method;  so f o r  small samples ,   p lo t t ing  as a s t r a i g h t   o r   c u r v e d  

l i ne   doesn ' t   p rove   any th ing .   Th i s  method does   no t   a l low  the   easy   es t imat ion  of 

unce r t a in t i e s   and  so is  disadvantaged. 

10 

It is tempting t o   c a l c u l a t e  by  means of Least Squares   the   equat ion   for   th i s  

l ine--Resist  It! Least S q u a r e s   r e q u i r e s   s t a t i s t i c a l l y   i n d e p e n d e n t   p o i n t s .  The 

ones  on a cdf are n o t   s t a t i s t i c a l l y   i n d e p e n d e n t ,   b e c a u s e   t h e y  are ordered.  That 

is ,  given  the  second  point ,   you know something  about   the  third  one,   v iz . ,  i t  is  

above  the  second.  Since  one  point  gave  you  knowledge  about  the  other,  they  cannot 

be   s ta t i s t ica l ly   independent   ( see   Sec .   2 .10) .  Some work has  been  done  with  order 

statist ics t o  overcome t h i s  problem,   bu t   the   resu l t s  are no t   gene ra l ly   app l i cab le .  

Goodness  of F i t .   A f t e r   f i t t i n g  a d i s t r i b u t i o n   t o  a se t  of da t a ,  i t  is cus- 

tomary t o  see how good t h e   f i t  is. F i r s t   o f  a l l ,  you have  to   decide  on c r i te r ia  

for  goodness  of f i t .  Are you  going  to  use  an  engineering  or s t a t i s t i c a l  c r i t e r i o n ?  

The b i g   d i f f i c u l t y   w i t h   s t a t i s t i c a l  c r i t e r i a  i s  the i r   ve ry   na tu re .  The ques t ion  a 

s t a t i s t i c a l  test answers is: What are the  chances  of  picking some sample  from  the 

assumed d i s t r i b u t i o n  and  having  that  sample more oddbal l   than  your   sample?  I f  

t h e r e  are only a few poin ts ,   the   chances  are p r e t t y  good t h a t  any  sample is oddbal l  

( s ee   f i gu res   i n   Sec .  5 . 4 ) .  This is  known as t h e  test 's  having low d i sc r imina t ing  

a b i l i t y   ( c a l l e d  "power" i n   s t a t i s t i c s ) .   I f   t h e r e  are a g r e a t  many p o i n t s ,   t h e  

chances are rare t h a t  any  sample  from  the assumed d i s t r i b u t i o n  w i l l  be as oddbal l  

as y o u r   a c t u a l   d a t a .   I n   t h i s   c a s e ,   t h e  t es t  has   too  high a d i s c r i m i n a t i n g   a b i l i t y .  

But the  question  the  engineer  usually  wants  to  have  answered is :  I f  I go ahead 

and assume a d i s t r i b u t i o n ,  w i l l  I b e   t o o   f a r   o f f   i n  my ca l cu la t ions?  And t h i s  

ques t ion   can ' t   be   d i rec t ly   answered .   Calcu la t ion  of unce r t a in t i e s   fo r   pa rame te r  

estimates, and   consequen t   unce r t a in t i e s   i n   ca l cu la t ions   u s ing  them, are  one way of 

pu t t ing  a lower bound on the   poss ib l e   e r ro r s .   P lo t t i ng   t he   cd f   on   appropr i a t e  

paper ( so  the  cdf  is a s t r a i g h t   l i n e )   c a n   a l s o  show a lower bound o n   p o t e n t i a l  

e r r o r s .   I f   g e t t i n g   t h e   p r o p e r   d i s t r i b u t i o n  is q u i t e  c r i t i ca l ,  i t  p a y s   t o   t r y  

s e v e r a l  and t o  see what e f f ec t   t he   d i f f e ren t   ones   have   on   t he   p red ic t ion .  

Two s t a t i s t i c a l  tests i n  common use are Chi-square  and  Kolmogorov-Smirnoff. 

The Chi-square test compares   the  actual  number o f   o b s e r v a t i o n s   i n   a n   i n t e r v a l   w i t h  

the   p red ic t ed  number. It combines  these  comparisons  for a l l  i n t e r v a l s  and  the 

r e s u l t i n g  s ta t is t ic  has  a Chi-square  dis t r ibut ion  with  parameter  somewhat less than 

t h e  number of i n t e r v a l s .  I t  is  e x p l a i n e d   i n   d e t a i l   i n  many statist ics t e x t s ,   b u t  

genera l ly   has  low d i sc r imina t ing   ab i l i t y   fo r   r ea sonab le   s ample   s i ze s .  
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The  Kolmogorov-Smirnoff test checks  on  the maximum dev ia t ion   o f   t he   ac tua l . cd f  

from t h e   p r e d i c t e d   c d f .  The t a b l e s   f o r   u s e   w i t h  i t  are d i s t r ibu t ion - f r ee ;  so  t h e  

test l e n d s   i t s e l f  well to   graphical   methods.   For   that   reason i t  is  becoming  more 

widely  used by engineers .  It is expla ined   and   re ferenced   fur ther   in   Ref .  13. 

There are o t h e r  s ta t i s t ica l  tests, some are p e c u l i a r   t o  a d i s t r i b u t i o n ,   o t h e r s  

are d i s t r i b u t i o n  free. A s t a t i s t i c i an   shou ld   be   consu l t ed   i f   you .wan t   t o   u se   t hese  

tests and  don't want t o  become a s t a t i s t i c i a n   y o u r s e l f .   J u s t   b e   s u r e  you have him 

e x p l a i n   t h e   p r i n c i p l e s   i n v o l v e d   i n   t h e  t es t  (you  need  not  be  concerned  about  the 

d e t a i l s )  s o  t h a t  you can  judge  for   yourself   what   the t e s t  answer   rea l ly  te l ls  you. 

D i f f i c u l t i e s   w i t h  Discrete D i s t r i b u t i o n s .   I f   t h e  random v a r i a b l e  is d i s c r e t e ,  

such as. in   the   Poisson   and   b inomia l   d i s t r ibu t ions ,   es t imat ion   of   conf idence  limits 

becomes t r i c k y .  You can estimate upper  and  lower  bounds  for  each end point   of   the  

conf idence   in te rva l .   (See   Ref .11   for  a f u r t h e r   d i s c u s s i o n   o f   t h i s   p o i n t )   o r  you can 

ignore  the  problem  ( i t   won' t   go away, bu t  you c a n   i g n o r e   i t )   o r  you can  f ind a 

s t a t i s t i c i a n  who h a s   t h i s  area as a spec ia l ty   and   f ind  come compromise estimates of 

t he  end po in t s   o f   t he   con f idence   i n t e rva l .  

6.5 Calcula t ion  Where Extreme  Extrapolation Is Necessary. 

One o f   t he   ma in   d i f f i cu l t i e s   w i th   t he   ca l cu la t ions   i nvo lved  

6.4 above   fo r   h igh   r e l i ab i l i t y   pu rposes  i s  tha t   the   reg ion   where  

a r e  most c e r t a i n  is the  one  of least  i n t e r e s t   t o   t h e   r e l i a b i l i t y  

i n  Secs. 6.3  and 

t h e   c a l c u l a t i o n s  

engineer. The 

r e g i o n   o f   r e l a t i v e   c e r t a i n t y ,   u s u a l l y   n e a r   t h e   c e n t e r  of t h e   d a t a ,  is  r e a d i l y  esti- 

mated  and  handled,  and  the  problems  readily  corrected.  The importance of t h i s  

c e n t r a l  body should  not b e  denigra ted ,  b u t  s i n c e  i t  is soon  taken care o f ,   t h e  

r e l i a b i l i t y   e n g i n e e r ' s   a t t e n t i o n  is  directed  toward  the  regions  where  there  are 

few da ta ,   where   the   uncer ta in t ies  are h igh ,   and   where   the   p robabi l i t i es   a re  low. 

It is  easy a t  t h i s   p o i n t   t o   b e   d a z z l e d  by the  accuracy  of  numerical   calcula- 

tions.  For  example, i f  a W e i b u l l   d i s t r i b u t i o n  is  f i t t e d   t o   t h e   d a t a ,  i t  can  be 

e x t r a p o l a t e d   f a r ,   f a r   o u t   i n t o   t h e  t a i l  reg ion  beyond  any da ta ,   and   ca l cu la t ions  

can   be   p rec ise ly  made wi th  as many s i g n i f i c a n t   f i g u r e s  as tables  or  computer 

r o u t i n e s  are a v a i l a b l e .  But t h i s   r e s u l t   o n l y  t e l l s  you  what  would  happen i f   i n   f a c t  

the  Weibull  were an   accu ra t e   desc r ip t ion  of t h e  t a i l  reg ion;  i t  does  not t e l l  you 

t h a t   t h e  W-eibull d i s t r i b u t i o n  is i n   f a c t   s u c h   a n   a c c u r a t e   d e s c r i p t i o n .  Most l i k e l y ,  

none  of   the  t ractable  common d i s t r i b u t i o n s  are d e s c r i p t i v e   i n   t h e   t a i l   r e g i o n s .  

That is unfor tuna te ,   bu t  i t  is  neve r the l e s s   t rue .  A t  t h i s   p o i n t  Sec. 5.4 should  be 

consul ted  for   the  unpleasant   choices   which  face  the  engineer   under   these 

circumstances. 

>" 
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7.  .Potential  Sources  and  Uses of Variation  Data 

Here  is  frhere  the  difficulties  become  even  more  apparent: no matter  whether  the 
items  are  purchased  or  made  in-house,  there  won't  be  enough  data  on  them. 

7.1 Purchased  Items 

7.1.1  Manufacturer's Data 
These  should  rarely  be  relied  upon  in  critical  applications  unless  incoming- 

inspection  tests  confirm  the  data.  For  example,  not  all  manufacturers  check  all 
devices  to  see  that  they  fall  within  the  maximum  and  minimum  specifications. Dis- 

tributional  data  are  to  be  particularly  suspect  because  they  rarely  account  explicitly 
for: 

(1) distribution  within  a  lot, 
(2) day-to-day  variations,  and 
(3) variations  among  different  lots. 

These  sources of variability  create  a  much  broader  distribution  for  periods of weeks, 
months,  or  years  than  one  gets in  a  single  lot. In addition,  especially  if  the  item 
is  stock  and  standard,  the  manufacturer  may  sort  the  lot  prior  to  its  being  shipped 
to  you  in  order  to  extract  from  it a sublot  meeting  the  requirement  of  some  other 

customer.  For  example  resistors  which  have a  nominal  10%  tolerance  may  have  a  large 

portion  of  the  central  region  subtracted  from  them  to  meet  the  requirements  of  those 

who  wish  a 5% resistor.  The  resulting  distribution  could  easily  have  a  double  peak 
and a minimum  around  zero  deviation  from  nominal. 

The  published  data  on  properties  of  metals  are  in  worse  shape  than  those  of 
electronics.  Those  who  try  to  reconstruct  distributions  of  strengths  or  other 

properties  from  one  or  two  points  (and  these  points  have  only  nominal  probabilities) 
do so at  their own peril. A good  source  for  and  discussion  of  metal  properties is 
Ref.14  and  associated  material  issued  later. 

If  the  distributional  data  of  the  manufacturer  are  critical  and  must  be  relied 
upon,  it is  wise  to  have an  express  agreement  to  that  effect  with  the  manufacturer. 

Provision  must  be  made  for  enough  sampling  of  important  parameters  by  either  the 
manufacturer  or  the  customer  to  assure  conformance. 

The  state-of-the-art  with  regard  to  quality  of  elements  seems  to  depend on 
whether  a  producer  or  a  consumer  of  the  element  under  question  is  doing  the  discussing. 

Producers  are  naturally  much  more  optimistic;  consumers  tend  to  be  somewhat  pessi- 
mistic.  It  is  especially  unwise  to  take  the  manufacturer's m a x i m u m  and  minimum 

limits  and  presume  that  they  are f 30. limits  from  a  Normal  (Gaussian)  distribution. 
For  mechanical  and  electromechanical  items  such as pumps,  motors,  and  relays  the 
same  cautions  hold,  especially  if  one  is  pushing  the  state-of-the-art.  Anything 
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t h a t  is d i f f i c u l t   t o   m a k e . i s  much more l i k e l y   t o   b e  made wrong. What w e  mean by 

s ta te -of - the-ar t  is those  elements  which are on the  borderl ine  between  being easy 

and d i f f i c u l t   t o  produce. 

7.1.2  Acceptance  and  Receiving Tests 

Histor ical   data   f rom  acceptance  and  receiving tests w i l l  show how the   para-  

meters of   the  e lements   have  been  behaving  in   the  past .  While it i s  common p r a c t i c e  

t o   e x t r a p o l a t e  from pas t   t o   fu tu re   pe r fo rmance ,  a close  watch  should  be  kept   on  the 

d a t a  so tha t   v io len t   changes  w i l l  be   s igna led  as soon as poss ib l e .  The manufacturer 

may s h i f t   h i s   p r o c e s s   f o r   h i s  own reasons  such as product  improvement,  process  simpli- 

f i c a t i o n ,   g r e a t e r   p r o f i t ,   o r   l o n g e r   l i f e   o r  i t  may s h i f t   w i t h o u t   h i s  knowing i t .  

Sometimes when he  considers  he  has  improved  his  product,   he may have  changed it  f o r  

the  worse  for  you. 

It i s  common p r a c t i c e   t o   f i t   t r a c t a b l e   d i s t r i b u t i o n s   s u c h  as t h e  Normal d i r e c t l y  

to   parameter   data   or   to   data   which  have  been  t ransformed so  t h a t   t h e y  w i l l  f i t   b e t t e r .  

The logarithm  of a datum is a common t r a n s f o r m a t i o n .   S i n c e   a n a l y s e s   f o r   r e l i a b i l i t y  

are of ten   concerned   wi th   the   behavior   o f   these   d i s t r ibu t ions  way o u t   i n   t h e  t a i l s ,  

i t  is t h e   f i t  of a d i s t r i b u t i o n   o u t  on t h e  t a i l s  t h a t  is important. But t h i s  i s  t h e  

region  of   the  curve  that  i s  d i f f i c u l t   i f   n o t   i m p o s s i b l e   t o   f i t  from t h e   d a t a .   J u s t  

b e c a u s e   t h e   d a t a   f i t  a Normal d is t r ibu t ion   a round  the   middle  i s  no  reason a t  a l l  to 
f e e l   t h a t   t h e y   f i t  i t  i n   t h e  ta i ls .  There may be   cons ide rab le   skewing   t o   t he   r i gh t  

o r  t o  t h e   l e f t  and  there  may be   l a rge  bumps i n   t h e  t a i l  reg ions .  Any of   these  can 

c a u s e   p r e d i c t i o n s   i n   t h e  tails t o   b e   o f f  by f a c t o r s  from  10 t o   1 0  . 4 

These  acceptance  and  receiving tests may g ive  good informat ion   on   the   revers ib le  

e f f e c t s   s u c h  as temperature   and  supply  vol tage,   and  can  be  qui te   useful   in   parameter  

v a r i a t i o n s   a n a l y s i s .  

7.1.3 Special   In-house Tests 

Part  q u a l i f i c a t i o n  tests usua l ly  assume t h a t   v a r i a b i l i t y   i n   p a r t s   p a r a m e t e r s  

(and FOM's) is n e g l i g i b l e   a n d   t y p i c a l l y   r e l y  on small sample  sizes.   These tests can 

b e   u s e f u l   f o r   e s t i m a t i n g   t h e   m a g n i t u d e   o f   r e v e r s i b l e   e f f e c t s .   A l s o  some elements 

can   be   i n t en t iona l ly   va r i ed   du r ing   t he   qua l i f i ca t ion  tests and   t he   e f f ec t  on t h e  

system  parameters  observed  directly.  

7.1.4  Coordinated Data Faci l i t ies  

F a c i l i t i e s   s u c h  as IDEP usual ly   provide  extensive  amounts  of raw d a t a .  But 
* 

s i n c e  test condi t ions   vary  so widely  and so many circumstances are unknown or 

* 
See Volume V--Parts f o r  a more  extensive  discussion of t h e s e   f a c i l i t i e s .  
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7.1.5  Field  Data  for  Operating  Systems 

Field  data  range  from  excellent  to  worthless  depending  on  the  system  and  the 
people  who  make  it  work.  Field  data  will  generally  be  suitable  more  for  qualitative 
than  quantitative  use. 

7.1.6  What  to Do 
Often  the  engineer  will  have  to  use  arbitrary  distributions  or  set  arbitrary 

limits  when  making.analyses  and  use  the  information  from  the  above  sources  as  a 
guide.  His  answers  will  then  be  of  the  form:  "If  the  element  parameters  vary  in 

such  a  way,  then  the  system  parameter  will  vary  thusly."  It  is  up  to  the  reader 
then  to  see  if  he  thinks  the  assumptions  were  reasonably  realistic.  Even  though 
this  latter  approach  is  often  not  explicitly  followed  it  is  in  effect  the  practical 

outcome  of  many  of  the  calculations.  When  it's  the  best  you  can do, there's  nothing 
at  all  wrong  with  it. 

7.2 Manufactured  Items 

The  major  data  sources  for  manufactured  items  are  in-house  testing  and  field 

experience  data.  These  are  as  inclusive  as  the  resources of the  company  permit  and 
the  attitudes  of  the  company  allow.  They  should  not  be  overlooked.  Many  of  the 
same  considerations  hold  as  for  purchased  items,  especially  when  a  different  plant 
in  the  company  makes  them  or  when  the  department  that  makes  them  has  different  goals 
than  the  user  does.  One  can  as  readily  be  done-in  by  someone  inside  his  company as 

by  someone  outside  it. 
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8 .  Summary  and  Conclusions 
Once  the  concepts  involved in parameter  variations  analysis  are  understood,  the, 

application  becomes  one  of an engineer's  deciding  what  techniques  will  best  serve 

his  needs.  Without  understanding  the  concepts  involved,  the  effective  use  of  this 

kind of analysis  is  virtually  impossible. 
There  are  many  occasions  where  the  full  treatment  is  not  feasible  because of 

budget  restraints  or  because  the  system  requirements  are  reasonably  loose.  Before 

embarking  on  an  extensive  program  of  parameter  variations  analysis  it  is  wise  for 

the  engineer  to  spend a few  hours  being  explicit  about  the  advantages  he  will  get 

if  the  grogram  is  successful.  This  will  help  in  evaluating  the  desirability  and 

necessity  of  such a program.  In  virtually  all  cases,  try  the  quick-and-dirty 

methods  first  and  go  on  to  the  more  complicated  ones  if  they  are  necessary,  rather 

than  jumping  into  the  more  complicated  ones  right  away. 

Much  of  the  terminology  in  the  field  can  be  confusing  and  can  lead  engineers  to 

think  that  they  do  not  understand  what  needs  to  be  done;  whereas  virtually  all  of 

the tools are  fairly  simple.  The  proliferation  of  names  is  unfortunate  from  this 
point  of  veiw  even  if  understandable  from an individual  author's  point  of  view. 

Perhaps  the  two  most  important  subsections  in  this  volume  are  2.1  (the  concept 

of a model)  and 5.4 (techniques  for  analyzing  mathematical  models  where  extreme 

extrapolation  is  necessary).  These  are  most  important  because 
(1) they  are  least  likely  to  be  understood 

(2) this  lack  of  understanding  is  most  likely  to  cause  trouble. 
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Appendix A 
Derivation  of  Mean  and  Variance  Errors Due to a Pip on 

the  Tail  of  a  Normal  Distribution 

In estimating  a  true mean or  variance  from a sample,  no  matter  how  large,  there 
is  always an uncertainty in the  estimate  due  to  the  finite  sample  size.  This 

appendix  uses  that  uncertainty  and  compares it to the  change  introduced  by  a  small 

pip  way  out on the  tail  of  the  distribution.  The  distribution  being  analyzed 

consists  of  a  Normal  distribution  (mean p, variance (5 ) with  area  (weight)  of  unity 

and  a  pip  of  area  (weight)  f << 1 at f ka on the  right  tail.  The  prime  refers  to  the 

combined  distribution. 

* 2 

The  mean  is  found by  first  moments: 

p '  X (1+f) = p x 1 +  (p+ko) x f 

or b p  5 p '  - p = kaf/(l + f) = kof 

The  variance  is  found  by  second  moments: 

of2(1 + f) = (a2 + $) x 1 + (ko - Ap)' x f 

2 2 2  k 2 
or Ao E o' - a = (G) f(1 + f) a2 k  fa 2 2  

A .. - 2  
If p, p', a , G I 2  are estimates  from  a  single  sample of N, they  will  have  distri- 

butions  whose  standard  deviations (sd)  are: 

** 

sd(i) z sd(c') 2 a/& 

sd(6'2)= a'/- 

Now,  use  the  standard  deviation  as  the  measure of uncertainty  in  an  estimate. 

Then  set  the  uncertainty  in  the  estimate  equal  to  the  change  due  to  the  pip.  At 

this  point  the  change  can  "just''  be  detected.  A  smaller  sample  with  its  larger 

uncertainty  would  not  detect  the  changes  due  to  the  pip;  a  larger  sample  with  its 

smaller  uncertainty  could  detect  those  changes  due  to  the  pip. 

sd(p,p') = LIP,  i.e., kof = 01% , N1 = l/k  f . , . A  2 2  

sd(G2,012)- Aa 2 , i.e., k2fa2 = 0'- , N2 = 2/k4f2 = 2Nl/k 2 . 
~ 

For k > a, N2 < N  and  the  change  in  variance  can  be  detected  before  the  change  in  mean. 1 
* 

Normality  is  sufficient  in  this  example,  but  not  always  necessary.  For  the 
sample  mean,  the  assumption  is  not  necessary.  For  the  variance,  it  may  not  be 
necessary  since  the  sample  size  is so large. In both  cases,  the  sample  size  is  large 
enough so that  the  standard  deviation  is  a  good  measure of the  uncertainty. 

** 
The  circumflex or "hat"  over  a  parameter  name  refers  to  an  estimate  from  the 

data,  of  that  parameter. i 
i 
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Appendix B 

Taylor ' s   Ser ies  * 

Any reasonably w e l l  behaved  function  can  be  expanded i n  a Taylor ' s  series; one 

of the  obvious cr i ter ia  b e i n g   t h a t   t h e   f u n c t i o n  and a l l  needed  der ivat ives   be  def ined 

a t  t h e   p o i n t  of expansion.   Vir tual ly  a l l  func t ions   u sed   i n   eng inee r ing   ana lys i s  

which meet t h i s   o b v i o u s   c r i t e r i o n  w i l l  be  w e l l  behaved  enough.  There are many equi- 

valent  forms of Tay lo r ' s  series used i n   t h e   l i t e r a t u r e ;   t h e y   r e v o l v e   a r o u n d  how t h e  

v a r i a b l e s  are expressed  (e.g. ,  x+h, x-xo), i f   t h e r e  is a remainder, and i f  so, how 

the  remainder i s  w r i t t e n .  The remainder  form is used  here  because i t  al lows estima- 

t i o n   o f   t h e   e r r o r  when t h e  series is t runca ted ,  as it  must   be  in   numerical   analysis .  

The Lagrangian  form  of  the  remainder is  adopted  because i t  i s  easy t o  write, use,  and 

understand . 
For one  var iable:  

f ( x )  = f (x + h) = f (xo) + hf ' (xo) + $h f"(xo) + . . . + hNf(N)  (xo + Oh> . 2 
0 N! 

For two va r i ab le s :  

... 

I ( x o  + 0h,  yo + 0k; i = N 

* 
The no ta t ion  is descr ibed  a t  t h e  end of the  appendix. 
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A gene ra l   fo rmula   fo r  n v a r i a b l e s  is: 

The f i r s t   e q u a t i o n   u s e s   t h e   L a g r a n g e  form of the  remainder   ( the N-th term is  t h e  

remainder)  in  which it  is a s s e r t e d   t h a t   t h e r e   e x i s t s  a t  least one 8 such   t ha t   t he  

e q u a l i t y . i s   s a t i s f i e d .  The second  equation is  a more  compact way o f   wr i t i ng   t he  

formula  and is perhaps easier t o  remember; i t  does  not  use  the  remainder  form. The 

nomenclature i s  qui te   symbolic;  i t  is  i n t e r p r e t e d  by us ing   t he  power series expansion 

for   the   exponent ia l   and   apply ing  it  term by term. A similar  remark i s  t rue  where 

p a r t i a l   d e r i v a t i v e   o p e r a t o r s  (-) are r a i s e d   t o  a power. Jus t   per form  the   ind ica ted  

a l g e b r a ,   t r e a t i n g   t h e   o p e r a t o r  as you  would  any o the r  symbol. 

a 
ax 

It is i m p o r t a n t   t o   r e a l i z e   t h a t   a l l   t h e   d e r i v a t i v e s   a r e   e v a l u a t e d   a t  a p a r t i c u -  

lar po in t  as shown.  They do  not  appear as cont inuous  funct ions.  

A Tay lo r ' s  series has  the  advantage of a power series i n   t h a t  i t  can  be  dif-  

f e r e n t i a t e d  term-by-term t o   g e t   t h e  series fo r   t he   de r iva t ive   o f  a func t ion .  It has  

a f u r t h e r   a d v a n t a g e   t h a t   t h e   c o e f f i c i e n t s  do no t  depend  on  the  length  of   the series. 

It is  no t   t o   be  presumed t h a t  a Taylor ' s  series expansion is  always  the  best  

expansion  for   an N - 1  term expansion of a function.  Other  methods  include  expansion 

i n  terms of   or thogonal   funct ions  such as Four ie r  series ( t r igonomet r i c   func t ions ) ,  

Hermite polynomials,  and  Chebyshev  polynomials. Each has  i t s  advantages. One  may 

be a " leas t - squares"   so lu t ion ,   another  may have i t s  a c t u a l   e r r o r  bounded, etc.  A 

numer ica l   ana lys t ,   o r   equ iva len t ,   c an   be   he lp fu l   i n   dec id ing  which  expansion t o   u s e  

i f  more t h a n   t h e   f i r s t  term is  needed. Most of  them are equiva len t  up t o   t h e   f i r s t  

term. 

Formulas are i n   e x i s t e n c e   f o r   t h e   e x p a n s i o n  of f (x)   about  2 poin ts ,   bu t   they  

a re   ra re ly   used .   See   Ref .  15. 

Notation: 

expression means eva lua te   t he   expres s ion  a t  X = a .  1 x=a 
i 
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( 3  E m! (m-n) ! 
n! = binomial coefficient. 

- x  implies x1,x2’ . . . x n’ . - h  implies hlyh2, . . . hn; 

-0 
XOn + hn* x + h implies x o l  + h,, xo2 + h,, .. ., 

There  exists at least one 8 (0 < e < 1) such  that  the  equations  are true. 

a n 
\ax) f(x) implies anf (x) 

axn 
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Appendix C 

Mean Value  Theorem 

The mean value  theorem  can  be  considered a spec ia l   ca se   o f  a Taylor 's  series 

expansion  with  the  Lagrangian form  of the  remainder   for   the series. From Appendix B 

we have 
* 

I f  N=l, t h i s   r e d u c e s   t o   t h e  mean value  theorem  for n dimensions  (variables) 

... + hn f n  (_xo + e&) 

where f = af /ax i  . i -  
For  one  dimension  (var iable)   this   reduces  to   the  famil iar  form 

f (xo  + h) = f (xo )  + h f ' ( x o  + 0h) . 

* T h e r e   e x i s t s   a t   l e a s t  one 0 (0 < 0 < 1) such   tha t   the   equat ion  is t rue .  The 
no ta t ion  5 i m p l i e s  ~ 1 ~ x 2 ,  ... x as  before .  The no ta t ion  x + implies  xO1 + h l ,  

x02 + h2, ..., xom + hm. 

m -0 
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APPENDIX D 
Partial  Differentiation 

Partial  differentiation is no  more  difficult  than  ordinary  differentiation-- 

although  the  former  is  often  more  tedious--indeed,  they  are  both  essentially  the 
application  of  the  same  set  of  rules. In partial  differentiation,  however,  some 

parameters  are  sometimes  held  constant  and  others  not--the  trick  is  to  know  "which 
ones"  and  "when". 

Notation  is  important  here if the  situation  is  at  all  complicated.  The 
designation  "partial"  by  itself  doesn't  mean  anything  except as the  set  of  variables- 

to-be-treated-as-independent is given  or  easily  inferred. In complicated  situations 
it  is  better  not  to  leave  anything  for  easy  inference.  Two  notations  are  commonly 
used : 

(1) List  all  the  variables-to-be-treated-as-independent  with  each  differentia- 
tion. 

(2)  List  only  the  variables  being  held  constant  for  this  differentiation. 
Obviously,  the  second,  plus  the  variable  used  for  differentiation, is the  first. 
The  notation  used  in  this  volume  on  the  basis  of  simplicity  and of ease  of  writing 

is  the  first,  viz.,  list  all  the  variables-to-be-treated-as-independent. 

Let f f(&) and 11 ~ ( s ) ,  the  formula  for a partial  derivative  is  then 
* 

J IS IX J 

The  potential  complications  become  more 

i k to  some  of  the s and  perhaps  some  of  the f 

deep  when  some of the x are  identical 

are  identical  to  some s and/or x 
i 

j i' 
I 

This  can  happen  when  several  equations  are  written  to  express  the  relationships 
betweenmany parameters. The way  to  proceed  is  to be  very  careful  of  the  notation 

and  to  realize  that  if y = s1 = xl, then  af/aylx  and  af/ayls  are  different  both  in 
physical  meaning  and  in  mathematical  formulation. 

- 
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APPENDIX E 
Central   Limit  Theorem 

There are many va r i a t ions   o f   s t a t emen t s  of t h e   C e n t r a l  L i m i t  theorem,  depending 

on how complicated a proof i t  i s  des i r ed   t o   u se .  The s t ronger   s ta tements  are less 

r e s t r i c t i v e   o n   t h e   n a t u r e  of t h e   v a r i a b l e s  and u s u a l l y   r e q u i r e  more proof .  A wording 

which is  u s u a l l y   s u f f i c i e n t   f o r   r e l i a b i l i t y   p u r p o s e s  i s  the   fo l lowing :   I f  

(1)  xi ( i  = l,..., n) are s t a t i s t i ca l ly   i ndependen t   va r i ab le s ,   each   w i th  

variance o?; 
1 

n 
yn z average  (expected)  value of y - 

n’ 

- 
(3 )  zn = <Yn - Y n M n  

( 4 )  No f ixed   subse t  of u: forms a subs t an t i a l   pa r t   o f  S: as n becomes l a r g e .  

Then, i n   t h e  l i m i t ,  as n + m :  Zm,  if it e x i s t s ,   h a s  a Normal d i s t r i b u t i o n   w i t h  

zero mean and   un i t   var iance .  

Unfortunately  nothing i s  s a i d   i n   t h i s  theorem  about how l a r g e  n must  be t o  

have   the   d i s t r ibu t ion   c lose  enough t o   t h e  Normal. It is reasonab le   t o  presume t h a t  

n must be   g rea te r  when 

(1) one   goes   fu r the r   ou t   i n   t he   t a i l s   o f   t he   d i s t r ibu t ion ,  

(2) t h e  less Gauss i an - l ike   t he   va r i ab le s  are, 

(3 )  t h e  more accuracy i s  des i red .  

It i s  n o t   d i f f i c u l t   t o  dream up d i s t r i b u t i o n s   f o r   i n d i v i d u a l  x which a r e  
i 

pathological  enough  to  cause  no end  of t r o u b l e   i n   t h e   C e n t r a l  L i m i t  theorem, i . e . ,  

they would r e q u i r e  n to   be  very  large  before   any  semblance  of   Normali ty  i s  obtained.  

Before  invoking  the  Central  L i m i t  theorem make s u r e   t h a t  it is necessary   to   an  

important  argument t o  do so ,  and then  be  very  careful  about  jumping from the  theorem 

i t s e l f   t o   t h e   r e s u l t   f o r  a f i n i t e  number of var iab les   and  way out  on t h e  ta i ls  of 

t h e   d i s t r i b u t i o n .  



Appendix F 

Tractable  Combinations  of  pdf 's  

This l ist  is  not  complete  since  what is  o r  is n o t   t r a c t a b l e  is  a matter of 

opinion.  Also some r a t h e r   s i m p l e   d i s t r i b u t i o n s   w i t h  no  convenient  formulas are not  

i nc luded .   In  a l l  but  (1) and  ( lob)   a   suf f ic ien t   condi t ion   on   the   x ' s  i s  t h a t   t h e y  

be   s t a t i s t i ca l ly   i ndependen t   ( i n  (1) and   ( lob )   t he   va r i ab le s   can   be   s t a t i s t i ca l ly  

dependent). While i t  may not  always  be a necessary   condi t ion ,   the   ana lys i s  is too 

complicated  in   most  cases f o r  anyone t o  t e l l .  

(a)  * 

The dis t r ibut ions  ment ioned,along  with some of t h e i r   p r o p e r t i e s , a r e   g i v e n   i n  

Appendix G for   convenient   reference.  The pa rame te r s   r e f e r r ed   t o   i n  columns 2 and 3 

are those  given  in  Appendix G--other re ferences  may u s e   d i f f e r e n t   n o t a t i o n .  

Linear  combination of va r i ab le s   (b )   Or ig ina l   d i s t r ibu t ion   F ina l   d i s t r ibu t ion   (b )  

Sum of s t a t i s t i c a l l y   i n d e p e n d e n t  

v a r i a b l e s  

(2) m = 1 ni 

(b) ,   (c)  

(4a) Y = c x i  

(4b) Y = c x i  

(5) Y = c x i  

x is  Normal(Gaussian)  y is Normal(Gaussian) i (see Sec. 5 .2 .1   for  
new parameters) 

n i s  Poisson  with m i s  Poisson w i t h  

parameter p parameter 1 p 
i 

i i 

x2 i s  Chi-square  with  y is Chi-square  with 

parameter v 
i 

i parameter 1 v 
i 

x i s  Standard Normal y is Chi-square  with i parameter v = n 

x is Gamma (incom- y i s  Gamma (incomplete) 

plete)   with  para-  with  parameters 

meters a 8 

i 

i' 1 a i ,  B 

x is exponent ia l  y i s  Gamma (incomplete) 

with  parameter X ;  i . e . ,  with  parameters  n,  X 

from ( 4 a ) ,  
a = 1 , B = X  

i 

i 

x i s  Cauchy wi th  y i s  Cauchy with 

parameters a, 8 parameters a,nB i 



Least of s t a t i s t i c a l l y  

independent   var iables  (C) 

(6) y = least of x i 

(7) y = least of x i 

Product of s t a t i s t i c a l l y  

independent   var iables  

(8) y = II xi 

(b)  (c) 

Quotient   involving two 
s t a t i s t i c a l l y   i n d e p e n d e n t  

v a r i a b l e s  (c)   (e)  

(9) Y = - 
x1 

x2 

1 

1 + -  

O r i g i n a l   d i s t r i b u t i o n   F i n a l   d i s t r i b u t i o n  

x is  Weibull   with 

parameters a B 
i y i s  Weibul l   wi th  

parameters 
i’ 

x is  exponent ia l   wi th  y i s  exponent ia l   wi th  
parameter 1 xi parameter A i ;  i .e . ,  

from (6)’ a i  = l / A i y  
B = 1  

i 

x i s  Beta (incomplete) y i s  Beta (incomplete) 

with  parameters with  parameters a 

a bi such   tha t  

ai = ai+l + bi+l 

i 

i’ c b i  

n’ 

x is Gamma (incomplete) 

with  parameters 
alY B y  and a2’ B 

i 

( loa)  y = x11x2 x i s  Standard Normal i 

(lob)  (e) x1 1 

’ = < ‘ E  

(11)  (d) Y =  
X 

m 

x i s  Standard Normal (f) i 

x is Standard Normal 

x2 i s  Chi-square  with 
parameter v 

(a) Some of t hese  were adapted  from  Refs.  16 and 1 7 .  

y is  Beta (incomplete) 
with  parameters a 1’ a2 

y = is  Cauchy with 
parameters a = 0, 
8 = 1  

y i s  Cauchy wi th  
parameters a = PIE, 
B = l  

y i s  Student ’s  t 
with  parameter v 

See tex t   above  
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x2 and x need  not  come  from  the  same sample. This  formula  is quite  general 
and nothing more is meant for  restrictions  than is shown. 

(e) In (lob), the  variables  need not be statistically  independent. 

(f) The  linear  correlation  coefficient  is p ,  ( E ~  = 1 - p 2 ) .  
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Appendix G 

Some Probab i l i t y   D i s t r ibu t ions  ( 4  

Name 

Standard - exp(-  @(x)  or G(x) 0 1 
Normal Jz;; 

1 

111 11x2 

0 - m c X < m  

2 

log  Normal change   the   var iab le  y t o  x = In y and use   t he  Normal d i s t r i b u t i o n  above.  This i s  no t   t he  same as takidg 
y d i r e c t l y  as t h e   v a r i a b l e ,   b u t   i n   r e l i a b i l i t y  work is usua l ly  as good o r   b e t t e r .  (Loglo y can  be  used 
in s t ead  of I n  y i f   t h e   v a r i a n c e  is changed.) 

- 2 

VG 

2w - 1 

Jv/8 
O < x 2 < -  
w - pos i t i ve   i $ t ege r  



Name 

Cauchy (1) 

cdf  (from  right) (b)(c) mean  variance (dl coef.  of  domain  of  variables 

point  probability (') cumulative  sum 
(n-th  term) (from  right) 

( C) 

Binomial ( 0) (,>P q 
N n  N-n I (n, N-n+l) 

P 

(a) From  Refs. 3 and 17. 

0 - - m < x < m  

v = positive  integer 

domain  of  variables 
(n = integer 
parameters(b 1 (p,p,~) and 

O c n < m  
O < ! . l < m  

O s n s N  

N = positive  integer 
O < p = l - q < l  

(b) All  parameters  and  variables  are  presumed  real,  although  this  is  not  always  a  necessary  restriction  mathematically. 
The  basic  restriction on the  parameters  is  that  both  the  cdf  and  pdf  exist.  The  restrictions  given  here  are  sufficient,  but 
may  not  be  necessary. 

pdf  is  probability  density  function;  cdf  is  cumulative  distribution  function. Two good  sources  for  definitions, 
explanations,  uses,  and  tabulations  are  Refs. 3 and  11.  The  hazard  rate  is  pdf/cdf. 

(d) This  does  not  imply  that  the  mean,  variance,  and  skewness  coefficients  are  the  best  measures  of  central  tendency, 
dispersion,  and  nonsymmetry  respectively  nor  that  they  are  the  only  functions  of  interest.  Mean  is  the  first  moment  about 
the  origin.  Variance  (square  of  the  standard  deviation)  is  the  second  moment  about  the  mean.  Coefficient  of  skewness  is 
the  ratio: third-moment-about-the-mean/cube-of-standard-deviation, and  is  dimensionless.  They  are  useful  chiefly  for 
unimodal  distributions  and,  where  skewness  is  not  given,  only  for  reasonably symetric ones. 



(e) When  x L 0, a ''guarantee  period" x can be  introduced.  This  results i n  (a)  substituting x-x. for  x, (b) adding x. 
0 

to  the mean, (c) changing "0 5 x < -It t o  "x 2 x < m", (d)  adding - m < x. < m, and (e)  noting  that  there i s  an  extra 
parameter in  the  function. 

( f )  This i s  the Weibull distribution  with CY = 1/X, B = 1, or  the  (incomplete) Gamma distribution  with CY = 1, B = X .  

(g) There are  other  equivalent forms. This  has  the  advantage that  x and CY have the same physical  units. 

N - N !  
( O )  (n) = n! (N-n) ! i s  the  binomial  coefficient. 

r (a)  i s  the gamma function. r (n )  = (n-1) ! for n a positive  integer.  r(a) i s  reasonably well tabulated  for a not 
an integer. The Incomplete Gamma dis t r ibut ion i s  a special  case of the Pearson  type 111 distribution. 

.. --- - _..~. : , 


